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Core-collapse supernovae



Current efforts in Princeton*

* and collaborators at LANL, LLNL

• Explosion mechanism: crucial physical dependencies 
[Burrows, Vartanyan, …, DR 2018 — Vartanyan, Burrows, DR et al., 2018]

• Low-mass progenitors: electron-capture vs regular CCSNe  
[DR, Burrows, et al. 2017]

• Neutrinos: synthetic signals for galactic events                               
[Seadrow, … DR et al., in prep 2018]

• Gravitational waves: what can we learn?                               
[Morozova, DR et al. 2018]

• Stay tuned for 3D results!



Fornax

• A new CCSN code

• Spherical dendritic grid

• Multi-dimensional M1 
neutrino O(v/c) transport

• Newtonian with effective 
GR potential

• 1D, 2D, and 3D

Dolence, Skinner, … DR in prep 2018See also Just’s talk
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Many-body effects

From Horowitz et al. 2017
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FIG. 2. (Color online) Axial response SA versus density n for temperatures of T = 2.5 MeV (a), 5 MeV (b), 10 MeV (c), and
15 MeV (d). The red dashed lines are our virial expansion results, Eq. (28), for the indicated proton fractions. The solid red
dots indicate where zn = 0.5. The virial expansion is most valid to the left of these points. The green dotted lines show the
original Burrows and Sawyer RPA results [7]. Finally the solid black lines show the interpolating fit Sf

A, Eq. (36).

ratory limit on gsa from a modern neutrino-nucleon scat-
tering experiment.

Finally recoil and weak magnetism corrections can be
approximately described by a factor R(E⌫/m). This is
discussed in Ref. [28] and reduces antineutrino-nucleon
scattering cross sections, while having only a modest ef-
fect on neutrino-nucleon cross sections.

III. RESULTS FOR THE AXIAL RESPONSE

In this section, we focus on results for the axial re-
sponse SA, and not on the vector response SV , for two
reasons. First, the axial response is more important for
neutrino-transport cross sections because of a large 5g2a
factor, see Eq. (35). Second, we have not included alpha
particles or other light nuclei. Preliminary calculations

suggest that spin zero alpha particles can significantly
enhance SV , but do not strongly impact SA. Therefore
we postpone a full discussion of SV to later work, where
we will explicitly include alpha particles and other light
nuclei. For the present, a reasonable approximation is to
simply set SV = 1 in Eq. (31).

In Fig. 2 we show SA for temperatures of T = 2.5
to 15 MeV. Our virial results (red dashed lines) are
valid at low densities. To evaluate SA for higher den-
sities, where zn > 0.5, one presently needs to employ a
model-dependent calculation. We consider the random
phase approximation (RPA) calculations of Burrows and
Sawyer [7], because they are simple, well known, and
have been employed in supernova simulations. We cau-
tion that these calculations may have a number of limita-
tions. First they predict that the vector response is less
than one SV < 1 while Fig. 1 shows SV > 1. Second the
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where GF is the Fermi constant, E⌫ the neutrino energy,
and ✓ the scattering angle. The axial coupling up to
strange-quark corrections is |CN

a | = |ga|/2 = 0.63 where
ga is the axial charge of the nucleon. The weak vector
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v = �1/2 for scattering from a neutron n and
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v = 1/2 � 2 sin2 ✓W ⇡ 0 for scattering from a proton
p. Here ✓W is the weak mixing angle. The cross section
in Eq. (2) neglects corrections of order E⌫/m from weak
magnetism and other e↵ects, for details see [28].
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In the medium this cross section is modified by the den-
sity (vector) SV and the spind (axial) SA response. The
response of the system to density fluctuations is described
by SV , while SA describes the response of the system to
spin fluctuations. The response functions are normalized
to unity in the low-density limit SV , SA ! 1 as n ! 0.
The cross section per unit volume in the medium is then
given by
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Note that d�/d⌦ reduces to the free cross section d�0/d⌦
as SA, SV ! 1. In general both SV and SA depend on
momentum transfer q. However, in the limit q ! 0 we
can derive model independent virial results.

A. Virial equation of state

Next, we briefly review the virial equation of state for
a system with neutrons and protons [21]. We will use this
to calculate SV and SA. The pressure P is expanded to
second order in the fugacities of neutrons zn and protons
zp,
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Here T is the temperature, V is the volume of the system,
and Q is the grand-canonical partition function. The
fugacities are related to the neutron µn and proton µp

chemical potentials by zn = eµn/T and zp = eµp/T . Fi-
nally the second virial coe�cients bn and bpn are calcu-
lated from nucleon-nucleon elastic scattering phase shifts.
These are tabulated in Ref. [21].
The neutron nn and proton np densities follow from
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B. Vector response

The vector response SV is equal to the static structure
factor Sq, see for example, Refs. [25, 29]. For a single-
component system
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Using the virial equation of state this can be rewritten
with dP/dn = n/(Tz)(dz/dn) as
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Following Ref. [7], we generalize this result to a mixture
of neutrons and protons:
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Using Eqs. (13,14,15), we have for SV
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In the limit Cp

v ⇡ 0 this reduces to the neutron-matter
result [25]

SV = 1 +
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. (17)
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Protoneutron star convection

288 R. Buras et al.: Two-dimensional hydrodynamic core-collapse supernova simulations with spectral neutrino transport. II.

a b

c d
Fig. 5. Snapshots of PNS convection in Model s15_32 at 48 ms a) and 243 ms b) after bounce. The upper left quadrants of each plot depict
color-coded the absolute value of the matter velocity, the other three quadrants show for νe, ν̄e, and νx (clockwise) the ratio of the local neutrino
flux to the angle-averaged flux as measured by an observer at infinity. The diagonal black lines mark the equatorial plane of the computational grid
and the thick circular black lines denote the neutrinospheres (which have a radius larger than 60 km in figure a)). The figures c) and d) show at the
same times the relative lateral variations of lepton number and entropy (including neutrino entropy), i.e. δX ≡ (X − ⟨X⟩ϑ)/ ⟨X⟩ϑ for a quantity X.

Fig. 6. Brunt-Väisälä frequency (Eq. (5)), using Eq. (7) as stability cri-
terion, evaluated for different 1D models at 20, 30, and 40 ms after
bounce.

boundary changes only little during the simulations, whereas
the outer boundary of the convective layer moves outward in
mass as time goes on, following the ongoing accretion of mat-
ter on the PNS. Keil et al. (1996) found in their models that
PNS convection develops in an initially narrow layer, but the in-
ner edge of this layer moves continuously deeper into the PNS.

Fig. 7. Lepton number and total entropy versus enclosed mass in the
PNS for the 1D model s15s7b2 for different post-bounce times before
the onset of PNS convection in the corresponding 2D simulation.

Their models, however, were evolved until 1.3 s after bounce,
and the inward motion of the lower boundary of the convective

From Buras et al 2006
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Fig. 12. Luminosities of electron neutrinos, νe, (top) electron antineutri-
nos, ν̄e, (middle), and one kind of heavy-lepton neutrinos, νµ, ν̄µ, ντ, ν̄τ,
(denoted by νx; bottom) for the 2D models and for their corresponding
1D counterparts, evaluated at a radius of 400 km for an observer at rest.
Note that the luminosities of Model s15_32 were corrected for the dif-
ferences arising from the use of a slightly different effective relativistic
potential as described in the context of Table 1.

Eq. (28)) in excess of 40, 14, and 10 for νe, ν̄e, and νx, respec-
tively, and therefore is still well inside the neutrinosphere.

Larger neutrinospheric radii without the described convec-
tive inflow of energy would lead to lower luminosities as a
consequence of an associated decrease of the neutrinospheric
temperature Tν. This, for example, is seen in simulations with
different EoSs where the PNS radius depends on the high-
density EoS properties. A larger PNS radius correlates with
lower luminosities (Janka et al. 2005). In contrast, in our
2D models the luminosities increase. We indeed find lower Tν,
which result in lower mean neutrino energies ⟨εν⟩ (defined by the
ratio of energy to number flux), see Fig. 13. The difference can
be up to 10% for all neutrino kinds after 200 ms of PNS convec-
tion. Because of the energy transport to the neutrinospheres by
convection, however, this reduction in Tν is much weaker than
it would be in an adiabatically expanding layer. Apparently, the
larger neutrinospheric radii and only slightly lower temperatures

Fig. 13. Average energies of the radiated neutrinos (defined by the ratio
of energy to number flux) for the 2D models and for the corresponding
1D models, evaluated at a radius of 400 km for an observer at rest. The
lines are smoothed over time intervals of 5 ms. Note that the average
neutrino energies of Model s15_32 were corrected for the differences
arising from the slightly different effective relativistic gravitational po-
tential as described in the context of Table 1.

lead to a net increase of the luminosities relative to the 1D re-
sults, see Fig. 12. The effect is strongest for νx, which decouple
energetically from the medium already near the upper boundary
of the convective layer (Fig. 5b); after 200 ms of convection,
Lνx is almost 20% higher than in the 1D models. Lνe increases
only by a few percent, while Lν̄e is almost identical in 1D and
2D models, which means that the higher electron chemical po-
tentials and the effects associated with the convective energy
transport and structural changes of the PNS nearly compensate
each other.

After the onset of PNS convection the 2D models delep-
tonize faster than their 1D counterparts (Fig. 14). The lepton
number loss is enhanced after 250 ms of post-bounce evolution
by typically 8− 10% (compare Fig. 14 with Fig. B.5). The evo-
lution of the total energy loss is more complex and is smaller
than in the 1D simulations for the first ∼ 100− 140 ms of reduced
energy emission. Only afterwards the losses become stronger in
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lead to a net increase of the luminosities relative to the 1D re-
sults, see Fig. 12. The effect is strongest for νx, which decouple
energetically from the medium already near the upper boundary
of the convective layer (Fig. 5b); after 200 ms of convection,
Lνx is almost 20% higher than in the 1D models. Lνe increases
only by a few percent, while Lν̄e is almost identical in 1D and
2D models, which means that the higher electron chemical po-
tentials and the effects associated with the convective energy
transport and structural changes of the PNS nearly compensate
each other.

After the onset of PNS convection the 2D models delep-
tonize faster than their 1D counterparts (Fig. 14). The lepton
number loss is enhanced after 250 ms of post-bounce evolution
by typically 8− 10% (compare Fig. 14 with Fig. B.5). The evo-
lution of the total energy loss is more complex and is smaller
than in the 1D simulations for the first ∼ 100− 140 ms of reduced
energy emission. Only afterwards the losses become stronger in

See also Dessart, Burrows et al. 2006
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it would be in an adiabatically expanding layer. Apparently, the
larger neutrinospheric radii and only slightly lower temperatures

Fig. 13. Average energies of the radiated neutrinos (defined by the ratio
of energy to number flux) for the 2D models and for the corresponding
1D models, evaluated at a radius of 400 km for an observer at rest. The
lines are smoothed over time intervals of 5 ms. Note that the average
neutrino energies of Model s15_32 were corrected for the differences
arising from the slightly different effective relativistic gravitational po-
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lead to a net increase of the luminosities relative to the 1D re-
sults, see Fig. 12. The effect is strongest for νx, which decouple
energetically from the medium already near the upper boundary
of the convective layer (Fig. 5b); after 200 ms of convection,
Lνx is almost 20% higher than in the 1D models. Lνe increases
only by a few percent, while Lν̄e is almost identical in 1D and
2D models, which means that the higher electron chemical po-
tentials and the effects associated with the convective energy
transport and structural changes of the PNS nearly compensate
each other.

After the onset of PNS convection the 2D models delep-
tonize faster than their 1D counterparts (Fig. 14). The lepton
number loss is enhanced after 250 ms of post-bounce evolution
by typically 8− 10% (compare Fig. 14 with Fig. B.5). The evo-
lution of the total energy loss is more complex and is smaller
than in the 1D simulations for the first ∼ 100− 140 ms of reduced
energy emission. Only afterwards the losses become stronger in
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lead to a net increase of the luminosities relative to the 1D re-
sults, see Fig. 12. The effect is strongest for νx, which decouple
energetically from the medium already near the upper boundary
of the convective layer (Fig. 5b); after 200 ms of convection,
Lνx is almost 20% higher than in the 1D models. Lνe increases
only by a few percent, while Lν̄e is almost identical in 1D and
2D models, which means that the higher electron chemical po-
tentials and the effects associated with the convective energy
transport and structural changes of the PNS nearly compensate
each other.

After the onset of PNS convection the 2D models delep-
tonize faster than their 1D counterparts (Fig. 14). The lepton
number loss is enhanced after 250 ms of post-bounce evolution
by typically 8− 10% (compare Fig. 14 with Fig. B.5). The evo-
lution of the total energy loss is more complex and is smaller
than in the 1D simulations for the first ∼ 100− 140 ms of reduced
energy emission. Only afterwards the losses become stronger in

• PNS unstable to Ledoux convection

• Modest impact on neutrino luminosities in the first 
250 ms (especially heavy-lepton neutrinos)

• What happens over longer times?

• Check with progenitors exploding in                 
self-consistent 1D simulations

From Buras et al 2006 See also Dessart, Burrows et al. 2006
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Neutrino signals

Super-Kamiokande— Credit: Symmetry Magazine



Neutrino “light” curves
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Time after bounce [s]

Seadrow, …, DR et al., in prep 2018

Neutrino “light” curves
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Gravitational waves 
from CCSNe



Gravitational-wave spectrum

Morozova, DR, Burrows, Vartanyan, arXiv:1801.01914
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Gravitational-wave spectrum

From Morozova, DR, Burrows, Vartanyan, arXiv:1801.01914
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Gravitational-wave spectrum

From Morozova, DR, Burrows, Vartanyan, arXiv:1801.01914
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Frequency 
is defined by the structure
of the proto-neutron star

Amplitude 
is defined by the character

of the excitation

Amplitude and frequency

From Yakunin+ (2015)

Morozova, DR, Burrows, Vartanyan, arXiv:1801.01914



* The bounce signal is stronger, because the collapse is not symmetric
* The dominant frequency is nearly the same

Effect of rotation

Morozova, DR, Burrows, Vartanyan, arXiv:1801.01914



Protoneutron star seismology

• GW signal: l=2, m=0; f-mode 
of the PNS

• Infer PNS radius

• Accretion history is encoded 
in the neutrino signal

• Learn about EOS and 
transport properties of warm 
nuclear matter
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.
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∼100 s (calculated starting from 24 Hz) in the detectors’
sensitive band, the inspiral signal ended at 12∶41:04.4 UTC.
In addition, a γ-ray burst was observed 1.7 s after the
coalescence time [39–45]. The combination of data from
the LIGO and Virgo detectors allowed a precise sky
position localization to an area of 28 deg2. This measure-
ment enabled an electromagnetic follow-up campaign that
identified a counterpart near the galaxy NGC 4993, con-
sistent with the localization and distance inferred from
gravitational-wave data [46–50].
From the gravitational-wave signal, the best measured

combination of the masses is the chirp mass [51]
M ¼ 1.188þ0.004

−0.002M⊙. From the union of 90% credible
intervals obtained using different waveform models (see
Sec. IV for details), the total mass of the system is between
2.73 and 3.29 M⊙. The individual masses are in the broad
range of 0.86 to 2.26 M⊙, due to correlations between their
uncertainties. This suggests a BNS as the source of the
gravitational-wave signal, as the total masses of known
BNS systems are between 2.57 and 2.88 M⊙ with compo-
nents between 1.17 and ∼1.6 M⊙ [52]. Neutron stars in
general have precisely measured masses as large as 2.01#
0.04 M⊙ [53], whereas stellar-mass black holes found in
binaries in our galaxy have masses substantially greater
than the components of GW170817 [54–56].
Gravitational-wave observations alone are able to mea-

sure the masses of the two objects and set a lower limit on
their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes, or more exotic objects [57–61].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

II. DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which the LIGO-
Livingston and LIGO-Hanford detectors could detect a
BNS system (SNR ¼ 8), known as the detector horizon
[32,62,63], were 218 Mpc and 107 Mpc, while for Virgo
the horizon was 58 Mpc. The GEO600 detector [64] was
also operating at the time, but its sensitivity was insufficient
to contribute to the analysis of the inspiral. The configu-
ration of the detectors at the time of GW170817 is
summarized in [29].
A time-frequency representation [65] of the data from

all three detectors around the time of the signal is shown in
Fig 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible

in the Virgo data due to the lower BNS horizon and the
direction of the source with respect to the detector’s antenna
pattern.
Figure 1 illustrates the data as they were analyzed to

determine astrophysical source properties. After data col-
lection, several independently measured terrestrial contribu-
tions to the detector noise were subtracted from the LIGO
data usingWiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz ac power
mains harmonics from both LIGO data streams. The sensi-
tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.
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Parameter estimation

From M and q, we obtain a measure of the component
masses m1 ∈ ð1.36; 2.26ÞM⊙ and m2 ∈ ð0.86; 1.36ÞM⊙,
shown in Fig. 4. As discussed in Sec. I, these values are
within the range of known neutron-star masses and below
those of known black holes. In combination with electro-
magnetic observations, we regard this as evidence of the
BNS nature of GW170817.
The fastest-spinning known neutron star has a dimension-

less spin≲0.4 [153], and the possible BNS J1807-2500B has
spin≲0.2 [154], after allowing for a broad range of equations
of state. However, among BNS that will merge within a
Hubble time, PSR J0737-3039A [155] has the most extreme
spin, less than ∼0.04 after spin-down is extrapolated to
merger. If we restrict the spin magnitude in our analysis to
jχj ≤ 0.05, consistent with the observed population, we
recover the mass ratio q ∈ ð0.7; 1.0Þ and component masses
m1 ∈ ð1.36;1.60ÞM⊙ andm2 ∈ ð1.17; 1.36ÞM⊙ (see Fig. 4).
We also recover χeff ∈ ð−0.01; 0.02Þ, where the upper limit
is consistent with the low-spin prior.
Our first analysis allows the tidal deformabilities of the

high-mass and low-mass component, Λ1 and Λ2, to vary
independently. Figure 5 shows the resulting 90% and
50% contours on the posterior distribution with the
post-Newtonian waveform model for the high-spin and

low-spin priors. As a comparison, we show predictions
coming from a set of candidate equations of state for
neutron-star matter [156–160], generated using fits from
[161]. All EOS support masses of 2.01 # 0.04M⊙.
Assuming that both components are neutron stars described
by the same equation of state, a single function ΛðmÞ is
computed from the static l ¼ 2 perturbation of a Tolman-
Oppenheimer-Volkoff solution [103]. The shaded regions in
Fig. 5 represent the values of the tidal deformabilitiesΛ1 and
Λ2 generated using an equation of state from the 90% most
probable fraction of the values ofm1 andm2, consistent with
the posterior shown in Fig. 4. We find that our constraints on
Λ1 and Λ2 disfavor equations of state that predict less
compact stars, since the mass range we recover generates
Λ values outside the 90% probability region. This is con-
sistent with radius constraints from x-ray observations of
neutron stars [162–166]. Analysis methods, in development,
that a priori assume the same EOS governs both stars should
improve our constraints [167].
To leading order in Λ1 and Λ2, the gravitational-wave

phase is determined by the parameter

~Λ ¼ 16

13

ðm1 þ 12m2Þm4
1Λ1 þ ðm2 þ 12m1Þm4

2Λ2

ðm1 þm2Þ5
ð1Þ

[101,117]. Assuming a uniform prior on ~Λ, we place a 90%
upper limit of ~Λ ≤ 800 in the low-spin case and ~Λ ≤ 700 in
the high-spin case. We can also constrain the functionΛðmÞ
more directly by expanding ΛðmÞ linearly about m ¼
1.4M⊙ (as in [112,115]), which gives Λð1.4M⊙Þ ≤ 1400
for the high-spin prior and Λð1.4M⊙Þ ≤ 800 for the low-
spin prior. A 95% upper bound inferred with the low-spin
prior, Λð1.4M⊙Þ ≤ 970, begins to compete with the 95%
upper bound of 1000 derived from x-ray observations
in [168].
Since the energy emitted in gravitational waves depends

critically on the EOS of neutron-star matter, with a wide
range consistent with constraints above, we are only able to
place a lower bound on the energy emitted before the onset
of strong tidal effects at fGW∼600Hz asErad > 0.025M⊙c2.
This is consistent with Erad obtained from numerical
simulations and fits for BNS systems consistent with
GW170817 [114,169–171].
We estimate systematic errors from waveform modeling

by comparing the post-Newtonian results with parameters
recovered using an effective-one-body model [124] aug-
mented with tidal effects extracted from numerical relativity
with hydrodynamics [172]. This does not change the
90% credible intervals for component masses and effective
spin under low-spin priors, but in the case of high-spin priors,
we obtain the more restrictive m1 ∈ ð1.36; 1.93ÞM⊙, m2 ∈
ð0.99; 1.36ÞM⊙, and χeff ∈ ð0.0; 0.09Þ. Recovered tidal
deformabilities indicate shifts in the posterior distributions
towards smaller values, with upper bounds for ~Λ and
Λð1.4M⊙Þ reduced by a factor of roughly (0.8, 0.8) in the

FIG. 4. Two-dimensional posterior distribution for the compo-
nent massesm1 andm2 in the rest frame of the source for the low-
spin scenario (jχj < 0.05, blue) and the high-spin scenario
(jχj < 0.89, red). The colored contours enclose 90% of the
probability from the joint posterior probability density function
for m1 and m2. The shape of the two dimensional posterior is
determined by a line of constant M and its width is determined
by the uncertainty inM. The widths of the marginal distributions
(shown on axes, dashed lines enclose 90% probability away from
equal mass of 1.36M⊙) is strongly affected by the choice of spin
priors. The result using the low-spin prior (blue) is consistent with
the masses of all known binary neutron star systems.
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Tidal effects in NS mergers

• Part of the orbital energy 
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gravitational waves
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low-spin case and (1.0, 0.7) in the high-spin case. Further
analysis is required to establish the uncertainties of these
tighter bounds, and a detailed studyof systematics is a subject
of ongoing work.
Preliminary comparisons with waveform models under

development [171,173–177] also suggest the post-
Newtonian model used will systematically overestimate
the value of the tidal deformabilities. Therefore, based on
our current understanding of the physics of neutron stars,
we consider the post-Newtonian results presented in this
Letter to be conservative upper limits on tidal deform-
ability. Refinements should be possible as our knowledge
and models improve.

V. IMPLICATIONS

A. Astrophysical rate

Our analyses identified GW170817 as the only BNS-
mass signal detected in O2 with a false alarm rate below
1=100 yr. Using a method derived from [27,178,179], and
assuming that the mass distribution of the components of
BNS systems is flat between 1 and 2 M⊙ and their
dimensionless spins are below 0.4, we are able to infer
the local coalescence rate density R of BNS systems.
Incorporating the upper limit of 12600 Gpc−3 yr−1 from O1
as a prior, R ¼ 1540þ3200

−1220 Gpc−3 yr−1. Our findings are

consistent with the rate inferred from observations of
galactic BNS systems [19,20,155,180].
From this inferred rate, the stochastic background of

gravitational wave s produced by unresolved BNS mergers
throughout the history of the Universe should be compa-
rable in magnitude to the stochastic background produced
by BBH mergers [181,182]. As the advanced detector
network improves in sensitivity in the coming years, the
total stochastic background from BNS and BBH mergers
should be detectable [183].

B. Remnant

Binary neutron star mergers may result in a short- or long-
lived neutron star remnant that could emit gravitational
waves following the merger [184–190]. The ringdown of
a black hole formed after the coalescence could also produce
gravitational waves, at frequencies around 6 kHz, but the
reduced interferometer response at high frequencies makes
their observation unfeasible. Consequently, searches have
been made for short (tens of ms) and intermediate duration
(≤ 500 s) gravitational-wave signals from a neutron star
remnant at frequencies up to 4 kHz [75,191,192]. For the
latter, the data examined start at the time of the coalescence
and extend to the end of the observing run on August 25,
2017. With the time scales and methods considered so far
[193], there is no evidence of a postmerger signal of

FIG. 5. Probability density for the tidal deformability parameters of the high and low mass components inferred from the detected
signals using the post-Newtonian model. Contours enclosing 90% and 50% of the probability density are overlaid (dashed lines). The
diagonal dashed line indicates the Λ1 ¼ Λ2 boundary. The Λ1 and Λ2 parameters characterize the size of the tidally induced mass
deformations of each star and are proportional tok2ðR=mÞ5. Constraints are shown for the high-spin scenario jχj ≤ 0.89 (left panel) and
for the low-spin jχj ≤ 0.05 (right panel). As a comparison, we plot predictions for tidal deformability given by a set of representative
equations of state [156–160] (shaded filled regions), with labels following [161], all of which support stars of 2.01M⊙. Under the
assumption that both components are neutron stars, we apply the function ΛðmÞ prescribed by that equation of state to the 90% most
probable region of the component mass posterior distributions shown in Fig. 4. EOS that produce less compact stars, such as MS1 and
MS1b, predict Λ values outside our 90% contour.
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UVOIR

From Soares-Santos et al., ApJL 848:L16 (2017) 

synthesized in the merger ejecta (so-called kilonova; Li &
Paczyński 1998; Rosswog et al. 1999; Metzger et al. 2010;
Barnes & Kasen 2013), and radio emission produced by
interaction of the kilonova ejecta with the circumbinary medium
(Nakar & Piran 2011; Metzger & Berger 2012).

The search for optical counterparts is particularly attractive
due to the combination of emission that, unlike GRB emission,
is not highly beamed and wide-field optical telescope facilities;
a detection can then be followed up at other wavelengths with
narrow-field instruments. Over the last two years, we have used
the Dark Energy Camera (DECam; Flaugher et al. 2015), a 3
deg2 wide-field imager on the Blanco 4 m telescope at the
Cerro Tololo Inter-American Observatory (CTIO), to follow up
GW sources from the advanced Laser Interferometer Gravita-
tional-wave Observatory (aLIGO; Abbott et al. 2009) and
Virgo (Acernese et al. 2015) detectors (see, e.g., Abbott et al.
2016b; Dark Energy Survey Collaboration 2016). In particular,
we conducted rapid follow-up observations of the black hole
binary merger events GW150914 (Abbott et al. 2016c) and
GW151226 (Abbott et al. 2016a), using DECam (Annis et al.
2016; Cowperthwaite et al. 2016; Soares-Santos et al. 2016).
No optical counterpart was discovered in either case.

On 2017 August 17 at 12:41:06 UT the advanced LIGO/Virgo
(ALV) observatories detected a binary neutron star merger,
GW170817 (LIGO Scientific Collaboration & Virgo Collaboration
2017b, 2017d, 2017a). At 23:12:59 UT (10.53 hr after the GW
detection) we began to image a 70.4 deg2 region that covered 93%
of the localization probability in the map provided by the LVC at
the time (LIGO Scientific Collaboration & Virgo Collaboration
2017c). Immediately following the identification by one of us
(R. Chornock), we received a private communication from another
DECam team member (R. Foley) indicating that the source was
also discovered in an image taken 0.5 hr ahead of ours by the
Swope Telescope. We issued a circular to the Gamma-ray
Coordination Network (GCN) reporting the discovery at

01:15:01UT (Allam et al. 2017), including a reference to a GCN
from the 1M2H Collaboration at 01:05:23 UT (SSS17a; Coulter
et al. 2017), and subsequent to our GCN the DLT40 team also
announced an independent detection (DLT17ck; Yang et al. 2017
reported at 01:41:13 UT); see LIGO Scientific Collaboration &
Virgo Collaboration et al. (2017a) for an overview of the
observations carried out by the community. This transient has
received an IAU name of AT2017gfo.
Subsequent to our discovery of the optical transient, we

obtained follow-up observations with a wide range of telescopes,
spanning radio to X-rays, which are detailed in the associated
papers of this series: Cowperthwaite et al. (2017), Nicholl et al.
(2017), Chornock et al. (2017), Margutti et al. (2017), Alexander
et al. (2017), Blanchard et al. (2017), and Fong et al. (2017).
Here, in the first paper of the series, we present our DECam

observations, the discovery of the optical transient, and a search
for other potential counterparts across the 70.4 deg2 region. We
find no other potential optical counterpart within the GW
localization region, thus helping to significantly establish the
association between the detected optical transient and
GW170817. A measurement of the Hubble constant, the first
utilizing a gravitational-wave event as a standard siren
measurement of distance (Schutz 1986; Dalal et al. 2006), is
enabled by this work and is described in LIGO Scientific
Collaboration & Virgo Collaboration et al. (2017b).

2. DECam Counterpart Search

The alert for GW170817 was issued 40 minutes after the
trigger, on 2017 August 17 at 13:21 UT (Abbott et al. 2017;
LIGO Scientific Collaboration & Virgo Collaboration 2017b),
and was promptly received by our automated GCN listener
system. Two subsequent GCN circulars indicated that the high-
significance candidate was consistent with a binary neutron star
merger at »d 40 Mpc and coincident within 2 s with a short

Figure 1. NGC4993 grz color composites (1 5×1 5). Left: composite of detection images, including the discovery z image taken on 2017 August 18 00:05:23 UT
and the g and r images taken 1 day later; the optical counterpart of GW170817 is at R.A., decl. = -197.450374, 23.381495. Right: the same area two weeks later.
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k = 0.1 cm2 g−1 (see Villar et al. 2017). The model parameters
are the ejecta mass and velocity, and the 56Ni mass fraction in
the ejecta (as well as the temperature floor and scatter).
The best-fit model has » :M M0.01ej , »v 0.26 cej , and

»f 0.75Ni . The parameters are comparable to those we
inferred from blackbody fits to the flux and SEDs in the
previous section, but the overall fit is poor. In particular, this
model severely underestimates the NIR light curves, while the
high 56Ni fraction is inconsistent with the optical spectra
(Nicholl et al. 2017). We therefore conclude that the transient is
not powered by the radioactive decay of 56Ni.

We next turn to r-process heating, using the model outlined
in Metzger (2017) and implemented in Villar et al. (2017).
This model includes the ejecta mass, ejecta velocity, and
opacity as fitted parameters (as well as the temperature floor
and scatter). Within this context we first assume an Fe-peak

opacity of κ=0.1cm2g−1 (our “blue” model; e.g., as
assumed historically in Li & Paczyński 1998) and fit for the
ejecta mass and velocity. This model, with » :M M0.03ej and

»v 0.18 cej , adequately describes the early light curves
(3 days), but again is a poor fit to the NIR light curves.
More recent calculations indicate that lanthanide-rich ejecta
are expected to have a much higher opacity of k = 10 cm2

g−1, leading to a “red” KN (e.g., Barnes & Kasen 2013).
However, such a model (our “red” model), with best-fit values

» :M M0.03ej and »v 0.27 cej , produces a poor fit to the data
as well. In particular, the model light curves exhibit an initial
rise for »4 days, in contrast to the observed rapid decline at
early times, especially in the UV and blue optical bands.
Finally, we allow the opacity to vary as a free parameter,
finding a best-fit value of k » 0.82 cm2 g−1, and an associated

» :M M0.04ej and »v 0.27 cej . However, this model again

Figure 3. Top left: fitting the data with a Type I b/c SN model powered by the radioactive decay of 56Ni. This model clearly fails to capture the late-time NIR behavior
and requires an unphysically large fraction of the ejecta to be synthesized into nickel (∼75%). Top right: fitting the data with a single-component “blue” KN model.
Like the SN model, this fit is unable to capture the late-time NIR behavior and overall spectra shape. Bottom left: fitting the data with a single-component “red” KN
model. This model clearly fails to capture any of the observed behavior. Bottom right: fitting the data with a single-component KN model with the opacity as a free
parameter. Again, this model fails to capture the late-time NIR behavior. This is suggestive of the fact that we need to model multiple ejecta components
simultaneously. Error bars are given at the s1 level in all panels, but may be smaller than the points.
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observations acquired at later times, when the UV emission
from the transient was no longer present in the images (Swift ID
07012979003). The systematic effect from the host light
contamination is ≈3% (see e.g., Brown et al. 2009).

3. Light Curves and Spectral Energy Distributions

3.1. Light Curves

Our UV/optical/NIR light curves are shown in Figure 1.
The data span from 0.47 to 18.5 days post-merger, with bluer
bands fading below the detection limits at earlier times. The
light curve coverage was truncated by the proximity of the
source to the Sun. We first note that the light curves are not
well described by a power law, indicating minimal contribution
from a GRB optical afterglow over the timescale of our
observations. This is consistent with modeling of the afterglow
based on X-ray and radio observations (Margutti et al. 2017;
Alexander et al. 2017).

The light curves exhibit a rapid decline in the bluest bands
(ug), an intermediate decline rate in the red optical bands (rizY),
and a shallow decline in the NIR (HKs). However, while the
u- and g-band light curves decline by ≈2 mag day−1 starting
with the earliest observations, the redder optical bands exhibit a
more complex behavior: they exhibit a comparatively slow
decline (≈0.3 mag day−1) over the first 1.5 days, develop a
shoulder at about 4 days, and subsequently begin to decline at
about 8 days.

We find a similar rapid evolution in the colors of the transient
(Figure 2). In particular, the u−g and g−r colors become
redder by about 1 mag between about 1.5 and 3.5 days. The
colors in the redder optical bands exhibit slower evolution, with
- » –r i 0.5 1 mag, - » –i z 0 0.5 mag, and - »z Y 0.3 mag.

These colors are significantly redder than those of known
supernovae near explosion (e.g., Folatelli et al. 2010; Bianco
et al. 2014; Galbany et al. 2016).

3.2. Spectral Energy Distribution

We construct SEDs from photometry at several epochs
from about 0.6 to 10 days post-merger (Figure 2). The SEDs
exhibit rapid evolution from an initial peak at ∼3500Å to a
final peak at 15000Å by 10 days. Moreover, the SED at 1.5
days appears to consist of two components, as indicated by
the changing slope in the NIR emission. The same rapid
evolution and structure are apparent in the optical and NIR
spectra at comparable epochs (Chornock et al. 2017; Nicholl
et al. 2017).
The SED at 0.6 days is well described by a blackbody with
~T 8300 K and ~ ´R 4.5 1014 cm, corresponding to an

expansion velocity of ~v c0.3 . This is somewhat larger than
the velocities observed in broad-lined SNe Ic (for which
»v c0.1 ; Modjaz et al. 2016), but is consistent with

expectations for ejecta resulting from a BNS merger (Metzger
2017). The SEDs at later times are not well described by a
blackbody curve, instead exhibiting strong flux suppression at

Figure 1. UV, optical, and NIR light curves of the counterpart of GW170817. The two-component model for r-process heating and opacities (Section 4) is shown as
solid lines. The right panels focus on the g (top), i (middle), and H-band photometry (bottom) over the first 10 nights. Triangles represent 3σ upper limits. Error bars
are given at the s1 level in all panels, but may be smaller than the points.
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WhiskyTHC
http://www.astro.princeton.edu/~dradice/whiskythc.html

THC: Templated Hydrodynamics Code

! Full-GR, dynamical spacetime*

! Nuclear EOS
! Simple neutrino treatment

! High-order hydrodynamics

! Open source!

* using the Einstein Toolkit metric solvers



Strong and weak r-process4 Lippuner and Roberts
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Figure 1. The final abundances of some selected nucleosynthesis calculations. Left: Ye = 0.01, 0.19, 0.25, 0.50, s = 10 kB baryon�1, and
⌧ = 7.1ms. The full r-process is made, with substantial amounts of lanthanides and actinides, for Ye = 0.01 and Ye = 0.19. The Ye = 0.25
trajectory is neutron-rich enough to make the second r-process peak, but not the third and not a significant amount of lanthanides. In
the symmetric case (Ye = 0.5), mostly 4He and iron-peak elements are produced. Right: Ye = 0.25, s = 1.0, 3.2, 10, 100 kB baryon�1, and
⌧ = 7.1ms. With s = 1 kB baryon�1 a jagged r-process is obtained because there are only few free neutrons per seed nucleus available and
nuclides with even neutron numbers are favored. Even though there are not many free neutrons available, there is still a significant amount
of lanthanides in the s = 1 kB baryon�1 case because the initial seed nuclei are very heavy. At higher entropies, the initial seeds become
lighter and the initial free neutron abundance increases. However, the increase in the initial free neutron abundance is not enough to o↵set
the decrease in the initial mass of the seeds and so we obtain a less complete r-process. The situation is reversed at s = 100 kB baryon�1,
where there is a very high neutron-to-seed ratio. In that case, a significant fraction of ↵ particles are also captured on the seed nuclei. This
leads to a full r-process in the s = 100 kB baryon�1 case.

Figure 2. A frame from the animation of the nucleosynthesis calculation for Ye = 0.01, s = 10 kB baryon�1, and ⌧ = 7.1ms. The frame
shows the full extent of the r-process just when free neutrons get exhausted. The plot in the upper left corner shows the temperature,
density, and heating rate as function of time. The colored bands in the chart of nuclides correspond to the mass bins in the histogram at
the bottom. The histogram shows the mass fractions on a linear scale while the blue curve shows the abundances as a function of mass on
a logarithmic scale. The full animations are available at http://stellarcollapse.org/lippunerroberts2015.

From Lippuner & Roberts, ApJ 815:82 (2015)







Neutron rich outflows

DR, Galeazzi+ MRAS 460:3255 (2016)
See also Wanajo+ 2014,
Sekiguchi+ 2015, 2016, Foucart+ 2016
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Dynamic ejecta: role of neutrinos

Perego, DR, Bernuzzi, arXiv:1711.03982
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Neutron rich outflows: model

Perego, DR, Bernuzzi, arXiv:1711.03982



Kilonova modeling (I)

Perego, DR, Bernuzzi, arXiv:1711.03982

See also: Chornock et al. 2017; Cowperthwaite et al. 2017;
Drout et al. 2017; Nicholl et al. 2017; Rosswog et al. 2017; 
Tanaka et al. 2017; Tanvir et al. 2017; Villar et al. 2017



Kilonova modeling (II)

Perego, DR, Bernuzzi, arXiv:1711.03982

See also: Chornock et al. 2017; Cowperthwaite et al. 2017;
Drout et al. 2017; Nicholl et al. 2017; Rosswog et al. 2017; 
Tanaka et al. 2017; Tanvir et al. 2017; Villar et al. 2017



Kilonova modeling (II)

• ~0.05 M⊙ of ejecta

• Final disk mass ≳ 0.08 M⊙

See also: Chornock et al. 2017; Cowperthwaite et al. 2017;
Drout et al. 2017; Nicholl et al. 2017; Rosswog et al. 2017; 
Tanaka et al. 2017; Tanvir et al. 2017; Villar et al. 2017 Perego, DR, Bernuzzi, arXiv:1711.03982



Prompt collapse?

(1.44 + 1.39) M⊙ — B1913 + 13 

DR, Perego, Zappa, ApJL 852:L29 (2018)



Prompt collapse?
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DR, Perego, Zappa, ApJL 852:L29 (2018)
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Constraining the nuclear EOS
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Figure 1. Remnant disk plus dynamic ejecta masses (upper
panel) and BH formation time (lower panel) plotted against the
tidal parameter ⇤̃ (Eq. 1). For models that do not collapse during
our simulation time, we give a lower limit. The horizontal dashed
line shows a conservative lower limit for AT2017gfo, 0.05M�, ob-
tained assuming that the entire disk is unbound. The vertical
dotted line is ⇤̃ = 400.

parameter ⇤̃. Our results indicate that binaries with
⇤̃ . 450 inevitably produce BHs with small . 10�2 M�
accretion disks. These cases are incompatible with the
infrared data for AT2017gfo, even under the assumption
that all of the matter left outside of the event horizon
will be ejected.
The reason for this trend is easily understood from the

lower panel of Fig. 1. The NS dimensionless quadrupo-
lar tidal parameters depend on the negative-fifth power
of the NS compactness (GM/R c2; Eq. 2). Consequently,
small values of ⇤̃ are associated with binary systems hav-
ing compact NSs that result in rapid or prompt BH for-
mation. In these cases, the collapse happens on a shorter
timescale than the hydrodynamic processes responsible
for the formation of the disk. Consequently, only a small
amount of mass is left outside of the event horizon at the
end of the simulations.
Binaries with larger values of ⇤̃ produce more mas-

sive disks, up to ⇠0.2 M�, and longer lived remnants.
In these cases, neutrino driven winds and viscous and
magnetic processes in the disk are expected to unbind
su�cient material to explain the optical and infrared ob-
servations for AT2017gfo (Perego et al. 2014; Wu et al.
2016; Siegel & Metzger 2017).

4. DISCUSSION

On the basis of our simulations we can conservatively
conclude that values of ⇤̃ smaller than 400 are excluded.
Together with the LIGO-Virgo constraints on ⇤̃ (Abbott
et al. 2017b), this result already yields a strong constraint
on the EOS.
To illustrate this, we notice that, since the chirp mass

of the binary progenitor of GW170817 is well measured,
for any given EOS the predicted ⇤̃ reduces to a simple
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Figure 2. Tidal parameter ⇤̃ (Eq. 1) as a function of the mass
ratio q for a fixed chirp mass Mchirp = 1.188 M�. The shaded
region shows the region excluded with 90% confidence level by the
LIGO-Virgo observations (Abbott et al. 2017b), with the addi-
tional constraint of ⇤̃ � 400 derived from the simulations and the
EM observations. EOSs whose curves enter this region are disfa-
vored. EOSs are sorted for decreasing ⇤̃ at q = 1, i.e., H4 is the
sti↵est EOS in our sample, and FPS is the softest.

function of the mass ratio, that is,

⇤̃ = ⇤̃ (q,Mchirp = 1.188M�; EOS) . (3)

We consider a set of 12 EOSs: the four used in the sim-
ulations and other eight from Read et al. (2009). We
compute ⇤̃(q) for each and show the resulting curves in
Fig. 2. There, we also show the upper bound on ⇤̃ from
the GW observations as well as the newly estimated lower
bound from the EM data. On the one hand, sti↵ EOSs,
such as H4 and HB, are already disfavored on the basis
of the GW data alone. On the other hand, EOS as soft
as FPS and APR4 are also tentatively excluded on the
basis of the EM observations6. Soft EOS commonly used
in simulations, such as SFHo and SLy, lay at the lower
boundary of the allowed region, while DD2 and BHB⇤�
are on the upper boundary.
Our results show that NR simulations are key to

exploting the potential of multimessenger observations
While GW data bounds the tidal deformability of NSs
from above, the EM data and our simulations bound it
from below. The result is a competitive constraint al-
ready after the first detection of a merger event. Our
method is general, it can be applied to future obser-
vations and used to inform the priors used in the GW
data analysis. We anticipate that, with more observa-
tions and more precise simulations, the bounds on the
tidal deformability of NSs will be further improved.
The physics setting the lower bound on ⇤̃ is well un-

derstood and under control in our simulations. How-
ever, there might still be systematic errors in our results.
Large components of the NS spins parallel to the or-
bital plane are not expected, but also not constrained

6 Note that FPS is also excluded because it predicts a maximum
NS mass smaller than 2 M�.
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magnetic processes in the disk are expected to unbind
su�cient material to explain the optical and infrared ob-
servations for AT2017gfo (Perego et al. 2014; Wu et al.
2016; Siegel & Metzger 2017).

4. DISCUSSION

On the basis of our simulations we can conservatively
conclude that values of ⇤̃ smaller than 400 are excluded.
Together with the LIGO-Virgo constraints on ⇤̃ (Abbott
et al. 2017b), this result already yields a strong constraint
on the EOS.
To illustrate this, we notice that, since the chirp mass

of the binary progenitor of GW170817 is well measured,
for any given EOS the predicted ⇤̃ reduces to a simple
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Figure 2. Tidal parameter ⇤̃ (Eq. 1) as a function of the mass
ratio q for a fixed chirp mass Mchirp = 1.188 M�. The shaded
region shows the region excluded with 90% confidence level by the
LIGO-Virgo observations (Abbott et al. 2017b), with the addi-
tional constraint of ⇤̃ � 400 derived from the simulations and the
EM observations. EOSs whose curves enter this region are disfa-
vored. EOSs are sorted for decreasing ⇤̃ at q = 1, i.e., H4 is the
sti↵est EOS in our sample, and FPS is the softest.

function of the mass ratio, that is,

⇤̃ = ⇤̃ (q,Mchirp = 1.188M�; EOS) . (3)

We consider a set of 12 EOSs: the four used in the sim-
ulations and other eight from Read et al. (2009). We
compute ⇤̃(q) for each and show the resulting curves in
Fig. 2. There, we also show the upper bound on ⇤̃ from
the GW observations as well as the newly estimated lower
bound from the EM data. On the one hand, sti↵ EOSs,
such as H4 and HB, are already disfavored on the basis
of the GW data alone. On the other hand, EOS as soft
as FPS and APR4 are also tentatively excluded on the
basis of the EM observations6. Soft EOS commonly used
in simulations, such as SFHo and SLy, lay at the lower
boundary of the allowed region, while DD2 and BHB⇤�
are on the upper boundary.
Our results show that NR simulations are key to

exploting the potential of multimessenger observations
While GW data bounds the tidal deformability of NSs
from above, the EM data and our simulations bound it
from below. The result is a competitive constraint al-
ready after the first detection of a merger event. Our
method is general, it can be applied to future obser-
vations and used to inform the priors used in the GW
data analysis. We anticipate that, with more observa-
tions and more precise simulations, the bounds on the
tidal deformability of NSs will be further improved.
The physics setting the lower bound on ⇤̃ is well un-

derstood and under control in our simulations. How-
ever, there might still be systematic errors in our results.
Large components of the NS spins parallel to the or-
bital plane are not expected, but also not constrained

6 Note that FPS is also excluded because it predicts a maximum
NS mass smaller than 2 M�.
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are on the upper boundary.
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ready after the first detection of a merger event. Our
method is general, it can be applied to future obser-
vations and used to inform the priors used in the GW
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tions and more precise simulations, the bounds on the
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Constraining the nuclear EOS



Conclusions

Core-collapse supernovae
• Sensitivity to microphysics
• Protoneutron star convection is important
• Neutrino and GW signatures

Neutron star mergers
• Neutrinos play important role for EM counterparts
• Prompt collapse excluded for GW170817
• Complementary constrain on ⇤̃


