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Fig. 2 Time evolution of central quantities and the total neutrino luminosity and lepton flux. The
gray region corresponds to the accretion phase and is on a linear time scale, while the region to
the right is the PNS cooling phase and it is plotted on a logarithmic scale. At the transition from
the accretion phase to the PNS cooling phase, all of the material from above the shock is excised
from the grid, causing a slight jump in some quantities. The top panel shows the total energy
loss rate from the PNS and the deleptonization rate. The second panel shows the evolution of the
central lepton fraction and electron fraction, as well as the PNS radius. The deleptonization era
corresponds to the period over which Ye and YL differ. The third panel shows the evolution of the
central neutrino chemical potential and entropy. The impact of Joule heating is visible between
five and twenty seconds. The bottom panel shows the central density and the central lapse, a , to
illustrate the contraction of the PNS over time.
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Figure 3. Final results based on equivalent widths from the lit-
erature (Carretta et al. 2000; Fulbright & Johnson 2003; Bensby
et al. 2004; Akerman et al. 2004; Garćıa Pérez et al. 2006; Fabbian
et al. 2009; Nissen et al. 2002, 2014; Bertran de Lis et al. 2015)
and stellar parameters from Nissen et al. (2014) and Casagrande
et al. (2010, 2011). Top: [O/Fe] vs [Fe/H] inferred from the
[OI] 630 nm line (red circles) and from the OI 777 nm lines (black
diamonds). Lines of best fit to the data in the domains �2.5 <
[Fe/H] < �1.0 and �1.0 < [Fe/H] < 0.0 are overdrawn. The fits
were obtained by minimising �2 and assigning each star equal
weight; where abundances from both diagnostics were available,
the mean value was used. Bottom: di↵erences in [O/Fe] for indi-
vidual stars inferred from the [OI] 630 nm and OI 777 nm lines,
for the cases where both sets of equivalent widths were avail-
able. The median value is 0.02 dex and the standard deviation is
0.14 dex.

Lyman-↵ line provides an e�cient alternative destruction
route for UV photons at low [Fe/H] that completely stifles
the photon pumping e↵ect in the OI 130 nm lines. Thus, in
the absence of an alternative non-LTE mechanism, we are
left with small departures from LTE in the OI 777 nm lines
at low [Fe/H].

4 THE GALACTIC CHEMICAL EVOLUTION
OF OXYGEN

The equivalent widths of the [OI] 630 nm and
OI 777 nm lines were taken from a number of studies
of dwarfs and subgiants based on high signal-to-noise
observations (Carretta et al. 2000; Fulbright & Johnson
2003; Bensby et al. 2004; Akerman et al. 2004; Garćıa Pérez
et al. 2006; Fabbian et al. 2009; Nissen et al. 2002, 2014;
Bertran de Lis et al. 2015). Where more than one value
was available for a given star and line, the unweighted
mean was adopted. For consistency, equivalent widths
across the theoretical 3D non-LTE grid were computed by
fitting Gaussian functions to the line fluxes and integrating
analytically. Stellar parameters were taken from several
recent studies (Casagrande et al. 2010, 2011; Nissen et al.
2014). These Te↵ estimates were either derived using or
critically compared to the accurate IRFM calibrations of

Casagrande et al. (2010); where more than one set of stellar
parameters was available for a given star, the newest set
was adopted.

Hitherto, studies have typically found discrepant results
from the two abundance diagnostics at low [Fe/H] (§1).
In Fig. 3 we compare the [O/Fe] ratios inferred from our
analyses. We have found the [OI] 630 nm line and the
OI 777 nm lines to give similar [O/Fe] vs [Fe/H] trends
down to [Fe/H] ⇡ �2.2, the lowest metallicity in which the
[OI] 630 nm line is detectable in halo subgiants and turn-o↵
stars. Furthermore, the abundances inferred from these di-
agnostics in the atmospheres of the same stars are consistent
to within a standard deviation of 0.14 dex.

It bears repeating that there are two factors in our anal-
ysis that are absent in most previous studies, that conspire
to give concordant results between the two abundance di-
agnostics. First, we have accounted for 3D non-LTE e↵ects
in the OI 777 nm lines: these are of decreasing importance
towards lower [Fe/H] , but even then remain significant. Sec-
ond, we have used new and accurate stellar parameters: the
more reliable IRFM calibrations give Te↵ estimates that are
significantly larger than those typically used in the past.

The [O/Fe] vs [Fe/H] relationship in Fig. 3 reflects the
evolution with time of oxygen and iron yields. Oxygen is syn-
thesised almost entirely in massive stars (M & 8M�), its
most abundant isotope 16O being the endpoint of Helium
burning (Woosley et al. 2002; Clayton 2003; Meyer et al.
2008). Since iron is synthesised in type II supernovae ex-
plosions (Woosley et al. 2002), the plateau at [O/Fe] ⇡ 0.5
between �2.2 . [Fe/H] . �1.0 indicates that massive stars
at this epoch eject an approximately constant ratio of oxy-
gen and iron upon their deaths, in agreement with Galactic
chemical evolution models (François et al. 2004; Kobayashi
et al. 2006). The steep linear decay seen above [Fe/H] & �1.0
is usually interpreted as a sign of the long-lived type Ia
supernovae becoming significant, increasing the rate of en-
richment of iron into the cosmos (Tinsley 1979; McWilliam
1997).

At [Fe/H] . �2.5 there is a slight upturn in [O/Fe],
but it is less pronounced than found from the 1D LTE anal-
yses of OH UV lines by Israelian et al. (1998, 2001) and
Boesgaard et al. (1999). The upturn could indicate a shift
in the mass distribution of stars at earlier epochs; stars that
are more massive and more metal-poor are expected to yield
larger oxygen-to-iron ratios (Kobayashi et al. 2006). We cau-
tion however that inferences in this region are less reliable
because they are based on a very small sample of stars and
on analyses of the OI 777 nm lines alone. A larger sample
of halo turn-o↵ stars with accurate stellar parameters and
very high signal-to-noise spectra will be needed to confirm
this result.
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diamonds). Lines of best fit to the data in the domains �2.5 <
[Fe/H] < �1.0 and �1.0 < [Fe/H] < 0.0 are overdrawn. The fits
were obtained by minimising �2 and assigning each star equal
weight; where abundances from both diagnostics were available,
the mean value was used. Bottom: di↵erences in [O/Fe] for indi-
vidual stars inferred from the [OI] 630 nm and OI 777 nm lines,
for the cases where both sets of equivalent widths were avail-
able. The median value is 0.02 dex and the standard deviation is
0.14 dex.
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Post	Bounce	Evolution	of	CCSNe

• Hydrodynamic instabilities (such as 
convection and SASI) can aid 
energy transport and shock 
propagation 

• Many groups seeing successful 
explosions in 3D  

• What is the fate of the remnants left 
behind?

6DRAFT VERSION - OCTOBER 16, 2016 ROBERTS et al.

Figure 4. Volume rendering of the entropy distribution in the full 3D unconstrained high-resolution simulation s27FH at 283ms after core bounce. The cyan
surface corresponds to the shock front and is at a specific entropy of 10kB baryon-1. The yellow regions are at specific entropies of ⇠ 16kB baryon-1 and the red
regions are at ⇠ 20kB baryon-1. They correspond to strongly neutrino-heated bubbles of hot gas that expand, pushing the shock outward locally and globally.
This results in a complicated shock morphology that is asymmetric on large scale and on small scale. This figure was produced using yt (Turk et al. 2011).

what is seen in s27FL, which clearly experiences shock run-
away. There is also strong ` = 2 deformation in s27OL after
runaway. Although s27OH does not experience shock run-
away, it shows continued growth of the ` = 2 and exhibits
violent oscillations in the magnitude of the shock deforma-
tion. This may indicate that an ` = 2 SASI is occurring in this
model, although the flow is not well ordered and it is hard to
unambiguously determine the contribution of convection rel-
ative to SASI.

In Figure 6, we show spherically averaged properties of
the neutrino field at a radius of 450km for all four models.

Initially, there is a short period of oscillation in all quanti-
ties as the initial spherically symmetric model relaxes on our
3D Cartesian grid. These oscillations cease by ⇠40ms af-
ter bounce, and then the spatially-averaged neutrino evolution
is smooth. Until ⇠280ms after bounce, there are only small
differences between the neutrino luminosities in all models.
Deviations after this time are due to large variations in the ex-
tent and geometry of the postshock region and changes in the
accretion rate through the gain region (cf. Figures 1 and 3).

All four models exhibit very similar average neutrino en-
ergies, the expected hierarchy of neutrino energies, h✏⌫ei <

3



Stellar	Progenitor	Dependence

4

SUBMITTED ON 2017 DECEMBER 4 OTT et al. 3

100

200

300

400

500

600

700

Sh
oc

k
R

ad
iu

s
[k

m
]

Average
Maximum
Minimum

40

60

80

100

120

140

160

180

L �
e
[1

051
er

g
s�

1 ]

thin lines: 1D
thick lines: 3D

�e

s12WH07
s15WH07
s20WH07
s27WHW02
s40WH07

10

12

14

16

h�
� e
i[M

eV
]

�e

100 200 300 400 500 600
Time [ms]

0.0

0.5

1.0

1.5

2.0

2.5

A
cc

re
tio

n
R

at
e

at
40

0
km

[M
�

s�
1 ]
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Figure 2. Basic radiation hydrodynamics results as a function of time after core bounce. The left panel pair depict shock radius (top) and accretion rate Ṁ at
400km (bottom). The Ṁ curves terminate when the shock first exceeds that radius. The center panels show the electron neutrino luminosities (top) and electron
antineutrino and heavy-lepton neutrino luminosities (bottom), extracted at 450km. We plot with thin lines the luminosities from the precursor 1D simulations
until 40ms after bounce and with thick lines the luminosities in the 3D simulations started from the 1D simulations at 20ms after bounce (38ms for model
s27WHW02). In the right panels, we plot the mean electron neutrino (top) and electron antineutrino and heavy-lepton neutrino (bottom) energies. Note the strong
dependence of the ⌫

e

and ⌫̄
e

luminosities on the accretion rate. The mean energies exhibit much less Ṁ sensitivity and their overall increase is driven by the
contraction of the PNS (cf. Fig. 3). Also note that the mean energies of ⌫

x

neutrinos are overestimated by our simulations compared to others (cf. Melson et al.
2015a), since we do not include neutrino-nucleon inelastic scattering. Shock runaway occurs in s20WH07 and s27WHW02 when the Si/Si-O interface reaches the
shock and Ṁ drops. No such drop is necessary to revive s40WH07’s shock. Model s15WH07 begins shock expansion only after ⇠500ms and model s12WH07
does not experience shock runaway by the end of its simulation.

Si/Si-O shell interface9 (cf. Fig. 1). In both models, it is
the drop in ram pressure due to the rapidly decreasing Ṁ

that triggers shock runaway ⇠170 - 200ms after bounce.

(3) In the 12M� and 15M� models with their moderate Ṁ

and low L⌫ , the shock recedes to radii around 100km. The
accretion rate gradually decreases, and so do the ⌫

e

and
⌫̄

e

luminosities (central panels of Fig. 2), while the mean
neutrino energies increase due to the increasing compact-
ness of the PNS (bottom-right panel of Fig. 3). Both mod-
els experiences SASI. Eventually, more than 500ms after
bounce, shock runaway occurs in the 15M� model. The
12M� model does not experience shock runaway by the
end of our simulation, but it still has the potential to re-
sume expansion at a later time.

O’Connor & Couch (2015) and Summa et al. (2016) found
similar evolutions to modes (2) and (3) in 2D simulations.

In Fig. 3, we present diagnostics that help understand the
three evolution modes. Shock expansion is facilitated by in-
creases in thermal and turbulent pressure that offset the ac-
cretion ram pressure (e.g., Couch & Ott 2015). Stronger neu-
trino heating means more thermal pressure and stronger driv-

9 The magnitude of the density jump is set by the scale of the jump in spe-
cific entropy between shells, e.g. Sukhbold et al. (2017); Suwa et al. (2016).

ing of turbulence. The neutrino heating rate scales approxi-
mately as Q̇heat / (h✏2

⌫
e

iL⌫
e

+ h✏2
⌫̄

e

iL⌫̄
e

)R-2
gainMgain , where Mgain

and Rgain are the mass contained in the gain region and the
gain radius, respectively (Janka 2001; Summa et al. 2016).
Therefore, the hierarchy of heating rates among the models
mirrors their luminosity hierarchy (Fig. 3). Assuming that
the majority of the ⌫

e

and ⌫̄
e

luminosity is powered by ac-
cretion, one finds Q̇heat / Ṁ(MPNSR

-1
PNS)1+2↵

R

-2
gainMgain, which

implies greater heating for a higher accretion rate and a more
compact PNS for a fixed gain region size and mass. Interest-
ingly, at early times (. 80 - 100ms), the heating efficiency
⌘ = Q̇net(L⌫

e

+L⌫̄
e

)-1 (where Q̇net is the net heating rate; heating
minus cooling) is independent of progenitor. Since the mean
neutrino energies are very similar at early times, this implies
that MgainR

-2
gain is similar for all of the models even though they

have different masses in the gain region (see the top-center
panel of Fig. 3).

Neutrino-driven convection begins to grow at ⇠80-100ms
in all models, as can be seen from the top-right panel of Fig. 3,
showing the radial and nonradial specific turbulent kinetic en-
ergy in the gain region. It is fully developed at 200ms (Fig. 4).

The specific turbulent energy in the gain region is very sim-
ilar in all models and grows with time, although convection
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Figure 2. Basic radiation hydrodynamics results as a function of time after core bounce. The left panel pair depict shock radius (top) and accretion rate Ṁ at
400km (bottom). The Ṁ curves terminate when the shock first exceeds that radius. The center panels show the electron neutrino luminosities (top) and electron
antineutrino and heavy-lepton neutrino luminosities (bottom), extracted at 450km. We plot with thin lines the luminosities from the precursor 1D simulations
until 40ms after bounce and with thick lines the luminosities in the 3D simulations started from the 1D simulations at 20ms after bounce (38ms for model
s27WHW02). In the right panels, we plot the mean electron neutrino (top) and electron antineutrino and heavy-lepton neutrino (bottom) energies. Note the strong
dependence of the ⌫
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luminosities on the accretion rate. The mean energies exhibit much less Ṁ sensitivity and their overall increase is driven by the
contraction of the PNS (cf. Fig. 3). Also note that the mean energies of ⌫
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neutrinos are overestimated by our simulations compared to others (cf. Melson et al.
2015a), since we do not include neutrino-nucleon inelastic scattering. Shock runaway occurs in s20WH07 and s27WHW02 when the Si/Si-O interface reaches the
shock and Ṁ drops. No such drop is necessary to revive s40WH07’s shock. Model s15WH07 begins shock expansion only after ⇠500ms and model s12WH07
does not experience shock runaway by the end of its simulation.

Si/Si-O shell interface9 (cf. Fig. 1). In both models, it is
the drop in ram pressure due to the rapidly decreasing Ṁ

that triggers shock runaway ⇠170 - 200ms after bounce.
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luminosities (central panels of Fig. 2), while the mean
neutrino energies increase due to the increasing compact-
ness of the PNS (bottom-right panel of Fig. 3). Both mod-
els experiences SASI. Eventually, more than 500ms after
bounce, shock runaway occurs in the 15M� model. The
12M� model does not experience shock runaway by the
end of our simulation, but it still has the potential to re-
sume expansion at a later time.

O’Connor & Couch (2015) and Summa et al. (2016) found
similar evolutions to modes (2) and (3) in 2D simulations.

In Fig. 3, we present diagnostics that help understand the
three evolution modes. Shock expansion is facilitated by in-
creases in thermal and turbulent pressure that offset the ac-
cretion ram pressure (e.g., Couch & Ott 2015). Stronger neu-
trino heating means more thermal pressure and stronger driv-

9 The magnitude of the density jump is set by the scale of the jump in spe-
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Therefore, the hierarchy of heating rates among the models
mirrors their luminosity hierarchy (Fig. 3). Assuming that
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e

and ⌫̄
e

luminosity is powered by ac-
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⌘ = Q̇net(L⌫

e

+L⌫̄
e
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that MgainR

-2
gain is similar for all of the models even though they

have different masses in the gain region (see the top-center
panel of Fig. 3).

Neutrino-driven convection begins to grow at ⇠80-100ms
in all models, as can be seen from the top-right panel of Fig. 3,
showing the radial and nonradial specific turbulent kinetic en-
ergy in the gain region. It is fully developed at 200ms (Fig. 4).

The specific turbulent energy in the gain region is very sim-
ilar in all models and grows with time, although convection

Lowest mass progenitor

Highest mass progenitor

Ott,	LR	et	al.	(2018)
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Figure 6. The top panel shows the diagnostic explosion energy (using the
definition of Müller et al. 2012). It is rapidly growing at the end of our simula-
tions. It does not include positive contributions from nuclear recombination.
The shock still has to overcome the binding energy of the overlying stellar
material, which is greater than the diagnostic energy in all models at the final
simulated time. In the bottom panel, we plot the baryonic and gravitational
PNS mass inside the 1011 gcm-3 density contour. Also plotted is the bound
baryonic mass inside the expanding shock. Model s40WH07’s PNS is still
accreting at ⇠0.45M� s

-1 at the end of the simulation. It will thus likely ex-
ceed the maximum mass that can be supported by the SFHo EOS (2.06M�
for a cold NS, ⇠10 - 20% more for a hot PNS; O’Connor & Ott 2011) and
collapse to a black hole.

anemic explosion or complete failure (Chan et al. 2017).
The gravitational PNS mass in the other models has more

or less leveled off at the end of the simulation due to the
competition of neutrino cooling with moderate amounts of
continuing accretion. Using Ebind ⇡ 0.084M�c

2(Mgrav/M�)2

(Lattimer & Prakash 2001) and the bound baryonic masses
shown in Fig. 6, we estimate (lower-limit) final remnant NS
masses of (1.59,1.65,1.54)M� for s15WH07, s20WH07, and
s27WHW02, respectively.

4. DISCUSSION AND CONCLUSIONS

Simple answers are not to be had in 3D CCSN theory. Our
simulations suggest a complicated interplay of accretion rate,
neutrino heating, and 3D fluid dynamics that determines the

resulting CCSN dynamics and final outcome.
The three “CCSN evolution modes” we identify depend on

progenitor structure as follows:
(1) Massive cores with high compactness (⇠

M

=
(M/M�)(R[M]/1000km)-1,M = 1.75 - 2.5M�;O’Connor &
Ott 2011) and without large density drops at shell interfaces
develop early neutrino-driven, turbulence-facilitated shock
runaway, but likely make black holes, with or without the
shock exploding the star.

(2) Cores with intermediate compactness and with a sub-
stantial density drop at the Si/Si-O interface develop neutrino-
driven, turbulence-facilitated explosions when this interface
reaches the shock. They make relatively massive NSs with
M & 1.5M�.

(3) Cores with moderate to low compactness and without
precipitous density drop have receding shocks that develop
SASI and run away only at late times once SASI, neutrino
heating, and turbulence have established favorable conditions.
Due to the late explosions, the resulting NSs are also relatively
massive (M & 1.4 - 1.5M�).

Modes (2) and (3) were seen previously in the 2D simula-
tions of O’Connor & Couch (2015) and Summa et al. (2016).
Mode (1), for the most extreme progenitors like s40WH07,
is new. Pan et al. (2017) recently simulated this progenitor
in 2D with the same EOS, but did not find an explosion.
Chan et al. (2017) simulated a different 40M� progenitor
in 3D and modified neutrino opacities to obtain an explo-
sion. In our simulation of s40WH07, turbulence driven by
neutrino heating is essential for creating conditions allowing
shock runaway. The simulation of Pan et al. (2017) appears
to have much weaker turbulence. The strength of CCSN tur-
bulence is sensitive not only to neutrino heating, but also to
the magnitude of perturbations that enter through the shock
(e.g., Couch & Ott 2013; Müller & Janka 2015; Müller et al.
2017). Hence, the differences between our simulations and
those of others could be due to the relatively large numerical
perturbations imposed by our Cartesian grid (e.g., Ott et al.
2013). This could, perhaps, explain why we find explosions
for s27WHW02 and s20WH07 that did not explode in the
spherical-coordinates 3D simulations of Hanke et al. (2013)
and Tamborra et al. (2014), and Melson et al. (2015a), re-
spectively. Another piece of evidence for this argument is that
our simulations of s20WH07 and s27WHW02 are at all times
closer to explosion than their 2D counterparts in Summa et al.
(2016), despite the fact that other studies have shown that 2D
is more conducive to explosion than 3D due to its (unphysi-
cal) inverse turbulent cascade (e.g., Couch 2013; Couch & Ott
2015; Lentz et al. 2015). However, one should keep in mind
that Hanke et al. (2013), Tamborra et al. (2014), Melson et al.
(2015a), and Summa et al. (2016) used a different EOS, as
well as different approximations to the neutrino transport and
different neutrino opacities.

Presupernova stars in the wild have physical perturbations
in their iron cores, Si, and Si-O shells. Determining their prop-
erties requires full 3D stellar evolution simulations of the final
phase before core collapse (Couch et al. 2015; Müller et al.
2016; Cristini et al. 2017).

Our simulations show that the development of large-scale
asymmetric explosions with dominant ` = 1 components is a
generic outcome and independent of progenitor in the mass
range considered here. While we do not investigate them here,
NS and black hole birth kicks require such asymmetric mass
ejection (e.g., Müller et al. 2017; Janka 2013).
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• Driven	by	cooling	and	deleptonization	of	the	remnant		
• Coupled	neutron	star	structure	and	neutrino	transport		
• Sensitive	to	dense	matter	equation	of	state,	neutrino	oscillations	
• Possibly	cleaner	problem	than	explosion	mechanism	
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2 Luke F. Roberts and Sanjay Reddy

neutrino emission is powered by a large fraction of the gravitational binding energy
released by taking the iron core of a massive star and transforming it into a NS
(2 � 5 ⇥ 1053 ergs) (Baade and Zwicky, 1934). After about a minute, neutrinos can
escape freely, which demarcates the transition from PNS to NS. This qualitative
picture of late PNS neutrino emission was confirmed when about thirty neutrinos
were observed from supernova (SN) 1987A over a period of about fifteen seconds
(Bionta et al, 1987; Hirata et al, 1987). If a CCSN were observed in our galaxy
today, modern neutrino detectors would see thousands of events (Scholberg, 2012).
The neutrino signal is shaped by the nuclear equation of state (EoS) and neutrino
opacities. Therefore, detection of galactic CCSN neutrinos would give a detailed
window into the birth of NSs and the properties of matter at and above nuclear
density.

In addition to direct neutrino detection, there are other reasons why understand-
ing the properties of these late-time CCSN neutrinos is important. First, they can
influence nucleosynthesis in CCSNe (Woosley et al, 1990). In particular, PNS neu-
trino emission almost wholly determines what nuclei are synthesized in baryonic
material blown off the surface of PNSs (Woosley et al, 1994; Hoffman et al, 1997;
Roberts et al, 2010). Second, the integrated neutrino emission from CCSNe receives
a large contribution from PNS neutrinos. Therefore, accurate models of PNS neu-
trino emission can contribute to understanding the diffuse SN neutrino background
(Nakazato et al, 2015). Finally, the neutrino emission from the “neutrinosphere” of
PNSs gives the initial conditions for the study of both matter-induced and neutrino-
induced neutrino oscillations (Duan et al, 2006). The rate of PNS cooling also has
the potential to put limits on exotic physics and possible extensions of the standard
model using data already in hand from SN 1987A (Keil et al, 1997; Pons et al,
2001b,a).

In this chapter, we discuss PNS cooling and the late time CCSN neutrino sig-
nal. In section 2, we focus on the basic equations of PNS cooling (section 2.1) and
models of PNS cooling (sections 2.2 and 2.4). In sections 3, we discuss the various
ingredients that shape the CCSN neutrino signal, the nuclear equation of state, neu-
trino opacities, and convection, respectively. Finally–in sections 4.1, 4.2, and 4.3–
we discuss the observable consequences of late time CCSN neutrinos. Throughout
the article, we set h̄ = c = 1.

2 PNS Cooling

Essentially, all of the energy that powers the neutrino emission during a CCSN
comes from the gravitational binding energy released when taking the white dwarf
like iron core of the massive progenitor star and turning it into a NS (Baade and
Zwicky, 1934), which is

ESN ⇠
3GM2

pns

5rNS
⇡ 3⇥1053 erg

✓
Mpns

M�

◆2⇣ rNS

12km

⌘�1
. (1)



Long	Term	PNS	Evolution

8

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Enclosed Mass (M�)

�1

�0.1

0

0.1

1

10

L n
(1

052
er

g
s�

1 )
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

Enclosed Mass (M�)
10�2

10�1

100

101

102

103

104

Ṅ
L
(1

054
s�

1 )

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Enclosed Mass (M�)

2

4

6

8

s
(k

b/
ba

ry
on

)

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Enclosed Mass (M�)

0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40

Y L

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Enclosed Mass (M�)

0

10

20

30

40

T
(M

eV
)

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Enclosed Mass (M�)

�5

0

5

10

15

20

h

n

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Enclosed Mass (M�)

101

102

103

r
(k

m
)

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Enclosed Mass (M�)

10�5

10�4

10�3

10�2

10�1

n b
(f

m
�

3 )

25 ms 100 ms 1 s 10 s 70 s

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Enclosed Mass (M�)

�1

�0.1

0

0.1

1

10
L n

(1
052

er
g

s�
1 )

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Enclosed Mass (M�)

10�2

10�1

100

101

102

103

104

Ṅ
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12 Luke F. Roberts and Sanjay Reddy

This result, albeit arrived at with some approximation, clearly reveals the micro-
physics. The dependence on T , µe, and ∂YL/∂Yn is made explicit and we discuss
later in section 3 how the dense matter EoS directly affects these properties.

We can also estimate the amount of Joule heating in the core (see equation 19)

Ė joule = �nbµn
∂YL

∂ t
⇡ nbµn

∂YL

∂Yn

Yn ,0
tD

, (25)

where we have used Eq. 23 to express the result in terms of the deleptonization time.
For typical values of the deleptonization time tD ⇠ 11 s, and ∂YL/∂Yn ⇠ 5, we find
the heating rate per baryon Ė joule/nb ⇡ µnYn ,0/3. At early times when µn ⇠ 150
MeV and Yn ,0 ⇠ 0.05 the heating rate ⇡ 2 MeV per baryon per second will result in
a similar rate of change in the matter temperature. This, coupled with the positive
temperature gradients, results in a net heating of the inner core when t < tD.

After deleptonization when the core begins to cool, the second term in Eq. 19
can be neglected and the energy flux

Hn ⇡ T 3

6p2 D4
∂T
∂ r

. (26)

Energy transport is dominated by nµ , n̄µ ,nt , n̄t and n̄e neutrinos since their charged
current reactions are suppressed and therefore they have larger mean free paths. For
typical conditions where nucleons are degenerate and neutrino degeneracy is negli-
gible, elastic neutral current scattering off nucleons is dominant source of opacity
and (see section 3.1)

k⇤
s (En) ' 5

6p
G2

F c2
A Ñ0 kBT E2

n , (27)

where Ñ0 = Âi=n,p ∂ni/∂ µi is the effective density of nucleon states at the fermi
surface to which neutrinos couple, and cA ' 1.2 is the axial vector coupling. Using
Eq. 27 the diffusion coefficient D4 in Eq. 26 can be written as

D4 =
p3

G2
F c2

A Ñ0 (kBT )3 . (28)

Substituting Eq. 28 in Eq. 26, Eq. 19 can be solved with the separable ansatz
T (r, t) = Tcy(x)f(t) to find a self-similar solution. We find that the temporal part
f(t) = 1� (t/tc), where

tc ⇡ 2pG2
F c2

A
b

⌧
N0

3nb

p2
∂ s
∂T

�
kBTc R2 ' 10 s

kBTc

30 MeV
hn2/3

b i
n2/3

0

✓
R

12 km

◆2
, (29)

where hi denotes a spatial average, the numerical constant b ⇠= 19, and n0 = 0.16
fm�3. Additionally, we have used ∂ s/∂T = p2N0/3nb and N0 = M(3p2nb)1/3/p2,
which hold for a non-relativistic, degenerate gas. The spatial averages and numerical
value of b are obtained by solving for the function y(r).

See	Prakash	et	al.	‘97
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Anatomy	of	the	Neutrino	Signal
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• Core deleptonization 

• Deleptonization burst 

• Accretion phase 

• Mantle contraction 

• Core Cooling   

• Neutrinosphere recession

	LR	and	Reddy	‘16



Detecting	the	Supernova	Neutrino	Signal

Super-Kamiokande	Neutrino	Detector

~20	Neutrino	Events	Observed	from	SN	
1987a	at	two	detectors	via	the	reaction	 Larger,	modern	detectors	will	detect	thousands	of	

events	from	a	nearby	supernova,	allowing	us	to	
directly	probe	the	nature	of	the	nascent	neutron	star

€ 

ν e + p→ e+ + n
See	Bionta	et		al.	’87	and	Hirata	et	al.	‘87
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• Most recent known MW CCSN 
Cas A (~300 yrs) 

• Look for supernovae in 
galaxies analogous to MW 
(Cappellaro et al. 1999)  

• Take census of historical 
galactic supernovae and 
correct for obscuration 
(Tammann et al. 1994) 

• Reasonably consistent 

E. Cappellaro et al.: New supernova rates and galactic star formation 461

Table 2. Comparison of the SN rate [SNu] obtained from the Evans’
updated statistics (1980–1998), the first 10 years of the search
(1980–1989) and the combined photographic search sample

Evans 80–98 Evans 80–89 ph. search
N. galaxies 3068 1377 7319
N. SNe 54 24 94
E-S0 0.17 ± 0.06 0.13 ± 0.08 0.18 ± 0.05
S0a-Sb 0.83 ± 0.20 1.22 ± 0.41 0.66 ± 0.13
Sbc-Sd 0.96 ± 0.13 1.20 ± 0.38 1.34 ± 0.20

All∗ 0.66 ± 0.09 0.81 ± 0.17 0.67 ± 0.07
∗ Including Sm, irregulars and peculiars.

obtained from the first ten years of the search and with those
derived from the combined photographic search sample. The re-
sults are reported in Table 2 where the number of galaxies and
SNe for each sample is indicated in the first two rows. We must
stress that, since we adopt the same galaxy catalog, input pa-
rameters, bias corrections and numerical recipe, the differences
between the columns in Table 2 are only due to the different
logs of observations.

The new Evans rates are consistent with the earlier results
but, at least with respect to the average value, in much better
agreement with the rate from photographic searches. Looking
more in detail, it appears that for early type galaxies (E-S0 and
S0a-Sb) the updated Evans value is in better agreement with the
photographic search rate, whereas for late spirals (Sbc-Sd) the
old value was closer. We attribute these fluctuations to the small
statistics of individual SN searches, which become wider when
the sample is divided into bins.

3. An alternative model for bias corrections

As mentioned before, corrections for search biases are the most
controversial step in the calculation of SN rates. In our approach
(cf.C97), the correction factors are tuned to cancel the signof the
biases from the calculated SN rates regardless of their physical
causes. The ideal would be to build a model for the dust and SN
distributionwhich is consistent with the present data on galaxies
and SN progenitor populations and derive from it estimates of
the biases.

In a recent paper, Hatano et al. (1998) described a simple
model based on an assumed distribution of the dust and SN
populations which predicts that, because of extinction, SNe in
inclined spirals appear on average dimmer and shoe a much
widermagnitude scatter than those in face-on spirals.Moreover,
because the dust distribution peaks in the central regions of
galaxies, this effect is more pronounced for SNe occurring in
those regions.

This provides an alternative to the classical explanation of
the selection effect in the central region of galaxies whichwould
thus derive from the enhanced extinction of SNe instead of the
reduced luminosity contrast. According to this scenario, the bias
would be most severe in dust, inclined spirals and, because of
the small scale height, for core collapse SNe. Indeed, all these

Table 3. The SN rate corrected using the Hatano et al. (1998) model

galaxy rate [SNu]
type Ia II+Ib/c All
S0a-Sb 0.27 ± 0.08 0.63 ± 0.24 0.91 ± 0.26
Sbc-Sd 0.24 ± 0.10 0.86 ± 0.31 1.10 ± 0.32

Spirals∗ 0.25 ± 0.09 0.76 ± 0.27 1.01 ± 0.29
∗ Includes types from Sm, irregulars and peculiars.

features were found in the observed SN sample (Table 1 of
Cappellaro & Turatto 1997).

A special characteristic of the Hatano et al. model is that
core collapse SNe do not occur within 3Kpc of the center of
the galaxy. Therefore SN II or Ib/c do not appear in the central
regions of face-on galaxies although an increasing number of
core collapse SNe appears to be projected on the centers of the
more inclined spirals due to projection effects. In any case, type
Ia SNe aremore highly concentrated than type II or Ib/c. Though
Hatano et al. claim that the observations confirm their model,
we should mention that van den Bergh (1997) and Wang et al.
(1997) reached the opposite conclusion on the basis of similar
data.

Even if the Hatano et al. model should be considered as
exploratory given the above controversy, it is of interest to test
how adopting it can change the SN rate estimates. We thus have
replaced the empirical bias correctionsmentioned inSect. 2with
the observed SN luminosity distribution for each SN type in
spirals of different inclination derived from the Hatano et al.
(1998) model. Then we computed the control times for each bin
of the luminosity function for each galaxy andSN type. The total
control time was obtained as the weighted average according to
the observed luminosity distribution.

The results of this calculation are shown in Table 3. Taken
at face value and compared with the empirical bias corrections
(Table 4), we found that by using the Hatano et al. model, the
SN Ia rate in the entire sample of spirals results 10–20% higher
and the SN II+Ib/c rate 15% smaller. These differences all fall
within the errors and should not be considered significant.

We notice, however, that by adopting theHatano et al. model
the SN rate in edge-on spirals remains 1.5 times smaller than
in face-on spirals, and that the rate in intermediate inclination
spirals is even smaller. Slightly increasing the optical depth of
the dust layer helps but does not solve the problem.

A more perplexing feature of the bias corrections based on
the Hatano et al. model is that it produces SN rates which in-
crease with galaxy distances: the rate in galaxies with v >
3000 km s−1 results almost twice that in galaxies with v <
3000 km s−1. This could be resolved by reducing the average
reddening but which is the opposite of the previous recommen-
dation. This apparent contradiction may simply indicate that, as
already suggested, the SN progenitors and dust distributions in
real galaxies are more complex than in this simple exploratory
model. In conclusion, though the approach seems promising,
the Hatano model needs further refinement and in the mean-

Cappellaro	et	al.	(1999)

multiply by ~2.4 to get MW rate 
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CC event rate in DUNE. FIG. 7: Late-time electron spectra in DUNE.

FIG. 8: Late-time ⌫
x

p event rate in JUNO. The solid line
corresponds to a detection threshold of 0.2 MeV, which is their
nominal design. The dashed line corresponds to a detection
threshold of 0.1 MeV, which is the optimistic design.

FIG. 9: Late-time proton spectra in JUNO.

D. Nux results for JUNO

The Jiangmen Underground Neutrino Observatory
(JUNO) is a proposed next-generation reactor neutrino
experiment under construction now [54, 55]. It is a liquid
scintillator experiment with a 20-kton fiducial mass [54].
The nominal detection threshold of charged particles is

0.2 MeV deposited energy.

In JUNO, SN ⌫x, where x is ē, µ̄, ⌧̄ , is detected through
neutrino proton elastic scattering,

⌫x + p ! ⌫x + p. (10)

This reaction has no threshold. The total cross section
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FIG. 5: Late-time positron spectra in Super-K.

events scales inverse-quadratically with the SN distance,
the timescale is relatively robust. Even if the SN is only
1 kpc away, the late-time signal would last no more than
⇠ 100 s, even though there will be 100 times more events.

Figure 5 shows the time-binned positron energy spec-
tra in Super-K. The dashed line indicates the detection
threshold at 3.5 MeV. The positron spectra peak at 15
MeV at a couple seconds, and at only 5 MeV after 30
s, much softer than time-integrated supernova spectrum.
However, note that these positrons are energetic enough
for most part of the spectra to be sampled (above thresh-
old). As we will see later, ⌫̄e is potentially the only chan-
nel where this statement is true.

C. Nue results for DUNE

The Deep Underground Neutrino Experiment (DUNE)
is a proposed next-generation long-baseline neutrino ex-
periment [51, 52]. It is currently in design stage. Its far
detector will have a fiducial mass of 40 kton of liquid ar-
gon and detect charged particles using Time-Projection
Chamber (TPC) technology [52]. The detection thresh-
old for e

± is uncertain. We assume it is 5 MeV to be
consistent with the literature [51].

In DUNE, SN ⌫e is detected through neutrino argon
charged-current interaction,

⌫e + 40Ar ! e

� + 40K⇤
. (8)

The cross section for this interaction is not measured
experimentally, nor is it well-known theoretically. There
are only two calculations xxx. We take the cross section
from Ref. [53]. The Q-value for the interaction to ground
state K is 1.5 MeV. The dominant interaction goes to a

K with excitation energy of 4.38 MeV. The observables
are the electron and the de-excitation gammas from the
excited K. It is not clear how well DUNE can detect de-
excitation gammas. For our calculation, we consider only
electrons as observables, which have

Ee = E⌫ � 5.88 MeV. (9)

Figure 6 shows the event rate of ⌫e CC interactions in
DUNE. Again, the shape of the curve is similar to that of
the luminosity. The overall event count in DUNE is fewer
than in Super-K. This is mostly due to a smaller target
number. Nonetheless, there are about 70 events in DUNE
after 10 s. The last event comes in at about 40 s. As
DUNE is in design stage right now, this example shows
that the readout system needs to be able to continuously
taking data for at least one minute, as opposed to about
10 s. ⌅ [Shirley: need to know more about current DUNE

readout]

Figure 7 shows the time-binned positron energy spec-
tra in DUNE. The nominal detection threshold of 5 MeV
is indicated by the dashed line. However, a threshold of
10 MeV is possible. Though the ⌫e recoil spectra look
similar to the ⌫̄e case, they are quantitatively di↵erent.
Due to 5.88 MeV energy di↵erence between the electron
and the ⌫e, the recoil spectra for ⌫e are softer than for
⌫̄e. The peak of electron spectrum is only around 10
MeV even at early times. If the detection threshold ends
up being 10 MeV, we lose our ability to reconstruct the
average neutrino energy even at early times. It will sig-
nificantly limit the physics we can extract out of detected
signals. This example shows that a threshold of 5 MeV
is needed.

Li, LR, & Beacom 
(in prep)
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Table I. – Current and proposed SN neutrino detectors as of the time of this writing. Event rate
estimates are approximate for 10 kpc; note there may be significant variation by SN model. The
“Flavors” column indicates the dominant flavor sensitivity (note that other flavor components
may be detectable, with varied tagging quality). Not included are smaller detectors (e.g., reactor
neutrino scintillator experiments) and detectors sensitive primarily to coherent elastic neutrino-
nucleus scattering (e.g., WIMP dark matter search detectors). An asterisk indicates a surface
detector, which may not be self-triggering due to background. Numbers in parentheses indicate
that individual events will not be reconstructed; see text.

Detector Type Mass (kt) Location Events Flavors Status

Super-Kamiokande H2O 32 Japan 7,000 ⌫̄e Running
LVD CnH2n 1 Italy 300 ⌫̄e Running

KamLAND CnH2n 1 Japan 300 ⌫̄e Running
Borexino CnH2n 0.3 Italy 100 ⌫̄e Running
IceCube Long string (600) South Pole (106) ⌫̄e Running
Baksan CnH2n 0.33 Russia 50 ⌫̄e Running

MiniBooNE⇤ CnH2n 0.7 USA 200 ⌫̄e (Running)
HALO Pb 0.08 Canada 30 ⌫e, ⌫x Running

Daya Bay CnH2n 0.33 China 100 ⌫̄e Running
NO⌫A⇤ CnH2n 15 USA 4,000 ⌫̄e Turning on
SNO+ CnH2n 0.8 Canada 300 ⌫̄e Near future

MicroBooNE⇤ Ar 0.17 USA 17 ⌫e Near future
DUNE Ar 34 USA 3,000 ⌫e Proposed

Hyper-Kamiokande H2O 560 Japan 110,000 ⌫̄e Proposed
JUNO CnH2n 20 China 6000 ⌫̄e Proposed

RENO-50 CnH2n 18 Korea 5400 ⌫̄e Proposed
LENA CnH2n 50 Europe 15,000 ⌫̄e Proposed
PINGU Long string (600) South Pole (106) ⌫̄e Proposed

at distances within d = 660 pc in the most optimistic scenario [247]. Detection prospects
for detectors under construction or proposed, e.g., SNO+, JUNO, and LENA, look also
excellent [248]. Such detection would make it possible to foresee the death of a massive
star a few days before the stellar core collapse; eventually this could allow discrimination
of the progenitor type [249]. Possible pre-supernova candidates that could explode at un-
predictable future times include Betelgeuse, 3 Ceti, Antares, Epsilon Pegasi, Pi Puppis,
NS Puppis, and Sigma Canis Majoris.

3

.3.2. Pointing to the supernova with neutrinos. It is of clear value to know the position
in the sky of the SN, for several reasons. First, obviously astronomers need to know where
to look— given that the visible SN may not show up in electromagnetic wavelengths for
some time, a direction will aid in observing the very early stages. Furthermore, it is not
clear that the core collapse always results in a bright SN, and direction information will
help to potentially locate a weak explosion, or even a vanished progenitor. Knowledge
of distance to the progenitor is valuable for precise determination of neutrino luminosity.
Knowledge of the direction will aid as well in interpretation of the signal itself, in that
the specific matter e↵ects undergone by the neutrino flux will depend on the pathlength
through the Earth [234].

The ability of a detector to determine the direction of a signal depends both on the in-
trinsic anisotropy of the interaction, and on the capability of tracking the resulting prod-
ucts. CC and NC interactions with nuclei, including IBD, have some energy-dependent

48

Scholberg	et	al.	(2015)



Simple	Prescription	for	Explosion	
in	1D

• Once	supernova	shock	passes	fixed	mass	shell,	remove	all	
of	the	overlying	mass	and	replace	with	a	boundary	
condition	

• Drawback:	Abrupt	end	to	accretion	

• Makes	baryonic	mass	of	remnant	a	free	parameter,	but	we	
don’t	know	it	anyway	without	realistic	explosion	model

14

Perform an (inverse) mass cut
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Fig. 8.— The neutrino luminosity as measured at a radius of
500 km as a function of time after bounce in our s15WW95+SFHo
simulation set. Electron-capture rate scaling factors are shown in
the legend, where contours with warmer colors have higher rates, and
cooler colors have lower rates. While the peak electron-neutrino
luminosity is considered particularly stable across core-collapse
simulations, it varies significantly with variations of the electron-
capture rates on medium-heavy nuclei. When the rates are at
their lowest (⇥0.1 case), the shock reaches the neutrinosphere more
quickly than in the other simulations. This results in a larger
luminosity in the peak electron-neutrino burst because more ⌫es
are able stream out of the core at early times. The opposite is true
when the rates are higher, the neutrinosphere and shock converge
much more slowly, and so the neutrinos spend more time di↵using
out of the inner core, reducing the peak luminosity but distributing
it out to later times.

of ±20% relative to the reference peak ⌫e-luminosity is
observed.
We find that these dramatic variations of the peak

electron neutrino luminosity are a result of alterations
to the neutrinosphere and shock convergence-timescale.
Specifically, when electron captures on nuclei are weaker
(scaling by 0.1), the inner-core mass that forms at bounce
is significantly larger. This results in more kinetic en-
ergy transferred to the shock, allowing it to sweep up
mass more quickly. In Figure 7 this can be seen by the
broadening of the distribution of shock locations in mass
between the di↵erent simulations in the velocity plot 5
ms after bounce (bottom-right) as compared to t� tb =
0. Also, with a weaker overall rate the opacity will be
lower, allowing the neutrinosphere to move in to lower
radii more quickly. The combination of these e↵ects result
in the shock and neutrinosphere radii converging earlier
for the simulations with lower electron-capture rates, and
later for simulations with higher rates, up to a di↵erence
on the order of 3.5 ms. Thus, electron capture on protons
liberated by the shock produce neutrinos that are able to
reach the neutrinosphere earlier and freely stream away,
contributing to a larger ⌫e peak luminosity when the nu-
clear electron capture rate is systematically lower. On
the other hand, when the nuclear electron capture rate is
high, the emitted neutrinos di↵use more slowly through
the core, and reach the neutrinosphere at later times, thus
strongly quenching the peak luminosity but spreading out
the emission to later times. Due to the high luminosity
of the electron-neutrino burst near the time of bounce, it
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Fig. 9.— The full range of sensitivity of the PNS inner-core mass,
central entropy, and central temperature at bounce as well as the
peak ⌫e-luminosity, the peak average ⌫e energy, and the average
⌫e energy prior to neutrino trapping, owing to variations of the
progenitor model and electron-capture rates. Thirty two progenitors
were utilized from the WH07 model set of Woosley & Heger (2007)
for producing the progenitor bars (red) in the figure. Each bar of
the electron-capture rate variations derives from simulations where
the rates have been systematically scaled by factors of 10, 4, 2,
0.5, 0.25, and 0.1. The horizontal tick represents the value of the
reference simulation for the tested Progenitor + EOS combination.
The window ranges are chosen so that the progenitor sensitivity
bars are of equal size across each of the plotted parameters.

is a candidate for detection from a galactic core-collapse
supernovae in Earth-based detectors sensitive to electron
neutrinos, e.g. those with a detector volume composed
of liquid Argon. And while such measurements are not
presently of high enough precision to resolve each vari-
ation seen here, they may indicate the total amount of
electron capture occurring at core bounce.

5.3.1. Progenitor model sensitivity

In order to evaluate the significance of the electron-
capture systematic sensitivity studies described so far, we
have chosen to test against a study of the progenitor depen-
dence of the core-collapse phase. Drawing from the larger
set of progenitors from which the reference progenitors of
the electron-capture study belong, the 2007 non-rotating
solar-metallicity single-star model set from the stellar
evolution code KEPLER (Woosley & Heger 2007) was
utilized. This model set contains the presupernova con-
figuration of 32 stars ranging in zero-age-main-sequence
(ZAMS) mass from 12 M� to 120 M�– s12WH07 and
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Fig. 8.— The neutrino luminosity as measured at a radius of
500 km as a function of time after bounce in our s15WW95+SFHo
simulation set. Electron-capture rate scaling factors are shown in
the legend, where contours with warmer colors have higher rates, and
cooler colors have lower rates. While the peak electron-neutrino
luminosity is considered particularly stable across core-collapse
simulations, it varies significantly with variations of the electron-
capture rates on medium-heavy nuclei. When the rates are at
their lowest (⇥0.1 case), the shock reaches the neutrinosphere more
quickly than in the other simulations. This results in a larger
luminosity in the peak electron-neutrino burst because more ⌫es
are able stream out of the core at early times. The opposite is true
when the rates are higher, the neutrinosphere and shock converge
much more slowly, and so the neutrinos spend more time di↵using
out of the inner core, reducing the peak luminosity but distributing
it out to later times.

of ±20% relative to the reference peak ⌫e-luminosity is
observed.
We find that these dramatic variations of the peak

electron neutrino luminosity are a result of alterations
to the neutrinosphere and shock convergence-timescale.
Specifically, when electron captures on nuclei are weaker
(scaling by 0.1), the inner-core mass that forms at bounce
is significantly larger. This results in more kinetic en-
ergy transferred to the shock, allowing it to sweep up
mass more quickly. In Figure 7 this can be seen by the
broadening of the distribution of shock locations in mass
between the di↵erent simulations in the velocity plot 5
ms after bounce (bottom-right) as compared to t� tb =
0. Also, with a weaker overall rate the opacity will be
lower, allowing the neutrinosphere to move in to lower
radii more quickly. The combination of these e↵ects result
in the shock and neutrinosphere radii converging earlier
for the simulations with lower electron-capture rates, and
later for simulations with higher rates, up to a di↵erence
on the order of 3.5 ms. Thus, electron capture on protons
liberated by the shock produce neutrinos that are able to
reach the neutrinosphere earlier and freely stream away,
contributing to a larger ⌫e peak luminosity when the nu-
clear electron capture rate is systematically lower. On
the other hand, when the nuclear electron capture rate is
high, the emitted neutrinos di↵use more slowly through
the core, and reach the neutrinosphere at later times, thus
strongly quenching the peak luminosity but spreading out
the emission to later times. Due to the high luminosity
of the electron-neutrino burst near the time of bounce, it
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Fig. 9.— The full range of sensitivity of the PNS inner-core mass,
central entropy, and central temperature at bounce as well as the
peak ⌫e-luminosity, the peak average ⌫e energy, and the average
⌫e energy prior to neutrino trapping, owing to variations of the
progenitor model and electron-capture rates. Thirty two progenitors
were utilized from the WH07 model set of Woosley & Heger (2007)
for producing the progenitor bars (red) in the figure. Each bar of
the electron-capture rate variations derives from simulations where
the rates have been systematically scaled by factors of 10, 4, 2,
0.5, 0.25, and 0.1. The horizontal tick represents the value of the
reference simulation for the tested Progenitor + EOS combination.
The window ranges are chosen so that the progenitor sensitivity
bars are of equal size across each of the plotted parameters.

is a candidate for detection from a galactic core-collapse
supernovae in Earth-based detectors sensitive to electron
neutrinos, e.g. those with a detector volume composed
of liquid Argon. And while such measurements are not
presently of high enough precision to resolve each vari-
ation seen here, they may indicate the total amount of
electron capture occurring at core bounce.

5.3.1. Progenitor model sensitivity

In order to evaluate the significance of the electron-
capture systematic sensitivity studies described so far, we
have chosen to test against a study of the progenitor depen-
dence of the core-collapse phase. Drawing from the larger
set of progenitors from which the reference progenitors of
the electron-capture study belong, the 2007 non-rotating
solar-metallicity single-star model set from the stellar
evolution code KEPLER (Woosley & Heger 2007) was
utilized. This model set contains the presupernova con-
figuration of 32 stars ranging in zero-age-main-sequence
(ZAMS) mass from 12 M� to 120 M�– s12WH07 and

From Sullivan et al. (2015)

Properties of the inner core after bounce are relatively insensitive to progenitor 
structure

Liebendoerfer	et	al.	2002



Proto-Neutron	Star	Convection

Region	of	convective	instability	determined	by	the	
Ledoux	Criterion:

L. F. Roberts

and self-refraction can be important for predicting the detailed spectrum at earth (Mirizzi et al.,
2016). As a first step to including these e↵ects, we will post-process the neutrino signals produced
by our codes in the single-angle approximation for neutrino oscillations (Duan et al., 2010) and
investigate the impacts on detector signals. In particular, we will consider how much information
about the PNS deleptonization rate can be recovered from detections of both ⌫

e

and ⌫̄

e

(and po-
tentially bolometric neutrino detections from neutral current detectors) on Earth when oscillations
are included.

3.2 Multi-Dimensional PNS Evolution and Convection
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Figure 3: The evolution of the convectively unstable
region within the supernova core. The blue region de-
notes material that is unstable by the Ledoux criterion,
while the dashed black lines show shells of constant en-
closed mass. The red lines show the evolution of the
neutrinosphere radii.

After the bounce shock propagates through the
innermost regions of the star, it leaves behind
unstable entropy and lepton number gradients
(Epstein, 1979). Therefore, a large portion
of the PNS becomes convective (see figure 3),
which significantly a↵ects the rate of energy and
lepton number transport below the neutrino de-
coupling region. This can strongly influence the
cooling and deleptonization timescales of the
PNS. Additionally, it is possible that larger re-
gions of the PNS are secularly unstable on neu-
trino di↵usion timescales. These are so-called
double di↵usive instabilities, including neutron
fingering (Wilson & Mayle, 1988; Bruenn &
Dineva, 1996; Miralles et al., 2000).

Previously, most detailed studies of PNS
convection have only been carried out in two
dimensions (Keil et al., 1996; Dessart et al.,
2006; Buras et al., 2006), but the character of
turbulent convection exhibits significant varia-
tions when going from two to three dimensions
(Meakin & Arnett, 2007). Additionally, these
studies have only addressed convection soon after formation of the neutron star and for single
EoSs. Therefore, there is significant uncertainty concerning the e↵ects of PNS convection on the
supernova neutrino signal even though it is clear that the presence of PNS convection strongly
influences the neutrino cooling timescale and that convection depends on the assumed nuclear EoS
(Roberts et al., 2012).

I will use the three-dimensional general relativistic radiation hydrodynamics code ZelmaniM1

(Roberts et al., 2016a) that I and collaborators have developed within the open-source Einstein

Toolkit (??) to evolve PNSs over timescales of a few seconds to investigate the non-linear evolution
of these instabilities. These long evolution timescales will be enabled by using energy independent
radiation transport, which is highly accurate in the PNS interior where the neutrino mean free
path is short. Approaching this problem without any artificial symmetries and with fully three-
dimensional neutrino transport including advection will allow us to determine if double di↵usive
instabilities can actually occur in protoneutron stars and how they might impact the timescale of
neutrino emission and lepton number transport in the PNS. We will then use this information to
constrain the simplified prescriptions for convective transport in our spherically symmetric models
and extend the Ledoux mixing length theory framework to include regions that possibly undergo

6
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See	also	Mirizzi	et	al.	(2015)
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Ṅ

n

(1
057

s�
1 )

0 10�1 100 101 102

tpost-bounce (s)

0.1

0.2

0.3

0.4

Y e
an

d
Y L

0 10�1 100 101 102

tpost-bounce (s)

0.0

0.5

1.0

1.5

2.0

s(
k b

/b
ar

yo
n)

0 10�1 100 101 102

tpost-bounce (s)

0.0

0.2

0.4

n b
(f

m
�

3 )

0 10�1 100 101 102

tpost-bounce (s)

10�2

10�1

100

101

102

L n
(1

052
er

g
s�

1 )
Ṅ
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Proto-Neutron	Star	Convection

Pressure	derivatives	are	sensitive	to	the	symmetry	
energy	derivative:

LR	et	al.	(2012)
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FIG. 1: The symmetry energy as function of density for the
IU-FSU and GM3 EoSs. Inset: n0E

′
sym versus Esym at nuclear

saturation density, for IU-FSU (circle), GM3 (square), and
QMC (diamonds). The shaded regions correspond to various
experimental constraints taken from Ref. [18].

instabilities and convection enhanced the neutrino lumi-
nosity to successfully power a neutrino driven explosion.
However, more recent two dimensional studies found no
evidence of these doubly diffusive instabilities [14, 15].
Because of this and the increased complexity of treating
the doubly diffusive instabilities, we do not include them
in our study.

The EoS and neutrino interaction rates are modeled
using a relativistic mean field (RMF) model of nuclear
interactions. We adopt a non-linear generalization of
the original Walecka model described in [19]. Here,
the nucleon-nucleon interaction energy is calculated in
the mean field approximation using effective interactions,
which are tuned to reproduce gross observed properties
of nuclei and empirical properties of symmetric nuclear
matter at saturation density. Although these empiri-
cal constraints provide valuable guidance to constrain
aspects of the symmetric nuclear EoS at nuclear den-
sities, the experimental constraints on the properties of
neutron-rich matter are relatively weak. The difference
between the energy of symmetric matter (equal num-
bers of neutrons and protons) and pure neutron matter is
called the symmetry energy, Esym(nB), and is defined by
E(nB, xp) = E(nB, xp = 1/2) + Esym(nB)δ2 + · · ·. Here,
δ = (1− 2xp) and E(nB , xp) is the energy per particle of
uniform matter composed of neutrons and protons with
total baryon density nB and proton fraction xp. In charge
neutral matter xp = Ye where Ye is the electron fraction.
Various experimental probes of the nuclear symmetry en-
ergy and its density dependence in nuclei and heavy-ion
collisions are actively being pursued in terrestrial exper-
iments, but are yet to yield strong constraints. These
constraints are shown in the inset in Fig. 1 and are dis-
cussed in Refs. [18, 19]. Quantum Monte Carlo (QMC)
results are also shown in the inset in Fig. 1. The linear
correlation between Esym and E′

sym in the QMC results

is obtained by varying values of the poorly known three-
neutron interaction [20].

Recent work has shown that the derivative of the sym-
metry energy with respect to density, denoted as E′

sym =
∂Esym/∂nB, plays a crucial role both in the terrestrial
context where it affects the neutron density distribution
in neutron-rich nuclei and in astrophysics where it affects
the structure and thermal evolution of neutron stars (for
a recent review see Ref. [22]). The pressure of neutron
matter at saturation density, Pneutron(n0) = n2

0E
′

sym, in-
fluences the radii of cold neutron stars [23]. In neutron-
rich nuclei, the neutron-skin thickness is also sensitive
to E′

sym(ρ0), so that there exists a linear correlation be-
tween the neutron-skin thickness and neutron star radius
[24].

To study the sensitivity of PNS evolution to the nu-
clear symmetry energy we employ two RMF models with
different predictions for E′

sym(ρ0). The first EoS is the
IU-FSU EoS taken from [19], which includes a non-linear
coupling between the vector and iso-vector mesons that
allows the symmetry energy to be tuned at high den-
sity. The second EoS employed is the GM3 parameter
set, where non-linear coupling of the vector meson fields
is neglected [21]. The symmetry energy as a function of
density is shown in Fig. 1 for the two EoS. The inset in
Fig. 1 shows current theoretical estimates and experimen-
tal constraints on Esym and n0E′

sym at nuclear density.
In the rest of this letter, we demonstrate that E′

sym(ρ0)
plays a role in stabilizing PNS convection at late times
and thereby directly affects the PNS neutrino signal. The
logarithmic derivatives γs and γnB

are always positive, so
that negative entropy gradients always provide a destabi-
lizing influence. For given entropy and lepton gradients,
stability is then determined by the ratio γYL

/γs. The
sign and magnitude of γYL

is strongly influenced by the
density dependence of the nuclear asymmetry energy, so
that negative gradients in lepton number can be either
stabilizing or destabilizing and the degree to which they
are stabilizing varies from EoS to EoS. To clarify this we
note that at T = 0 and when the neutrino contribution
to the pressure is small

(

∂P

∂YL

)

nB

≃ n4/3
B Y 1/3

e − 4n2
BE′

sym(1 − 2Ye), (2)

which is a reasonable approximation to the finite tem-
perature result. The first term comes from the electron
contribution to the pressure, while the second term is
due to nucleons and is negative since both the Fermi and
interaction energies favor a symmetric state. For high
densities and low electron fractions, for realistic values
of E′

sym, this leads to negative γYL
. Therefore, a larger

E′

sym leads to negative lepton gradients in the PNS pro-
viding a larger stabilizing influence. E′

sym also partially
determines the equilibrium value of Ye, which can alter
the value of γYL

, but this is a smaller effect. In our nu-
merical PNS simulations this effect is accounted for. In

Dependence on the EoS

19



4

C
o
u
n
t 
R

a
te

 (
s−

1
)

Time (s)

 

 

10
0

10
1

10
1

10
2

10
3

Convection MF GM3
No Convection g’=0.6 GM3

Convection g’=0.6 GM3
Convection g’=0.6 IU-FSU

0.3 0.35 0.4

0.2

0.25

0.3

0.35

Counts (0.1 s −> 1 s)/ Counts (0.1 s −>    )∞

C
o

u
n

ts
 (

3
 s

 −
>

 1
0

 s
)/

 C
o

u
n

ts
 (

0
.1

 s
 −

>
  
  

) 
∞

0.45

FIG. 3: Count rates as a function of time for a number of
1.6M⊙ PNS models with and without convection. The black
line is for neutrino opacities calculated in the mean field ap-
proximation, while all the other lines are for models that use
RPA opacities with g′ = 0.6. The inset plot shows the inte-
grated number of counts from 0.1 s to 1 s divided by the total
number of counts for t > 0.1 second on the horizontal axis,
and the number of counts for t > 3 seconds on divided by the
total number of counts for t > 0.1 second. The stars corre-
spond to the IU-FSU EoS and the circles to the GM3 EoS.
Symbol sizes correspond to various neutron star rest masses
ranging from 1.2M⊙ to 2.1M⊙. Colors correspond to different
values of the Migdal parameter, g′.

models that do not include convection. This is reason-
ably consistent with the early time enhancement seen in
multi-dimensional models [15]. After a second, the count
rates between the two EoSs begin to diverge. The most
obvious feature in the count rate for GM3 appears at ∼ 3
seconds, which is coincident with the end of convection
in the mantle. For the IU-FSU EoS, the break is also
at the time at which mantle convection ends (∼ 10 sec-
onds), although it is hard to distinguish from the point
at which the PNS becomes optically thin. As was ar-
gued previously, the position of this break reflects the
density dependence of the nuclear symmetry energy at
nB > n0 and therefore provides a direct observable of
the properties of nuclear matter in the PNS neutrino sig-
nal. Although core convection does not seem to affect the
break, it may impact the subsequent cooling timescale.

In the inset in Fig. 3, integrated neutrino counts over
two time windows are shown for a number of PNS masses.
There is a clear separation between the two EoSs inde-
pendent of mass. The time of the convective break cre-
ates this separation. This illustrates that this diagnostic
of the symmetry energy does not require an accurate de-
termination of the PNS mass.

The inclusion of nucleon correlations through the RPA
begins to significantly affect the neutrino emission after
about three seconds. Initially, the luminosities are in-
creased as energy and lepton number are able to more
rapidly diffuse out of the core, but at later times the

neutrino signal is significantly reduced and drops below
the detectable threshold at an earlier time.

In summary, using a self-consistent model for the PNS
core physics, we find that the late time neutrino signal
from a core collapse supernova is likely to contain a di-
rect diagnostic of the nuclear symmetry energy at high
density. With current neutrino detectors, these effects
should be readily discernible in the neutrino light curve
of a single nearby supernova.
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Opacity	Dependence	of	Late	Time	
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Impact	of	Nuclear	Correlations	on	Neutrino	Opacities

Correlations	through	
the	RPA:

Neutrino Signatures From Young Neutron Stars 17
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Fig. 4 Ratio of diffusion coefficients not including nuclear correlations to diffusion coefficients in-
cluding nuclear correlations. At high density, weak charge screening (calculated using the random
phase approximation) supresses the neutrino opacity and increases the neutrino diffusion coeffi-
cients. This reduces the PNS cooling timescale.

ni +n ⌦ ni +n

ni + p ⌦ ni + p

ni + e� ⌦ ni + e�

ni + e+ ⌦ ni + e+,

as well as scattering from other possible components of the medium. All of the reac-
tions above have neutral current contributions for all flavors of neutrinos, while e�

and e+ scattering also have a charged current contribution for ne and n̄e scattering,
respectively. Since the dominant scattering contribution for all particles comes from
the n and p scattering, there are only small differences between the scattering con-
tributions to the diffusion coefficients for different neutrino flavors. Scattering from
electrons and positrons can be highly inelastic, due to the small mass of the electron
relative to the characteristic PNS neutrino energy, while scattering from neutrons
and protons is close to elastic. This inelasticity can alter the emitted neutrino spec-
trum and serves to bring the average energies of the different neutrino species closer
to one another (Hüdepohl et al., 2010).

The diffusion coefficients for the various neutrino flavors become different from
one another due to charged current neutrino interactions. The main absorption con-
tribution to Dne

i comes from
e� + p ⌦ ne +n,

while the main absorption contribution to Dn̄e
i comes from

e+ +n ⌦ n̄e + p.

All of the opacities receive contributions from thermal processes such as

See	Horowitz	’93,	Reddy	et	al.	’99,	and	Burrows	&	Sawyer	‘99

Neutrino Diffusion Coefficients
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Impact	of	Screening
18 Luke F. Roberts and Sanjay Reddy
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Fig. 5 The total PNS neutrino luminosity versus time for a number of PNS models that include
convection and/or the affect of nuclear correlations on the opacity. Both convection and nuclear
correlations decrease the cooling timescale relative to the baseline model. Convection alters the
luminosity at early times, while correlations only become important after the mantle cooling phase.
The models shown here are similar to those described in (Roberts et al, 2012).

N +N ! N +N +n + n̄
e� + e+ ! n + n̄ ,

but these are usually small compared to the charged current interactions that affect
the electron neutrinos and antineutrinos.

For both scattering and absorption processes, the cross section per unit volume
for a general process n + 2 ! 3 + 4 (where particle 3 is either a neutrino, electron,
or positron) can be written as (Reddy et al, 1998)

LR	et	al.	(2012)	
	see	also	Huedepohl	et	al.	(2010)
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Variations	in	the	Interaction

Reddy	et	al.	(1999)Varying the axial interaction

LR	et	al.	(2012)	
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Nuclear	Pasta	and	Coherent	Scattering

• Nuclear	pasta	may	form	
below	saturation	density		

• Competition	between	
surface	effects	and	Coulomb	
interaction	

• Results	in	large	structures	
for	neutrinos	to	coherently	
scatter	from

Horowitz, …, LR (2016)
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3

Alternatively, we consider equations of state that in-
clude “spherical pasta” phases. Here, neutrino pasta
scattering is modeled as neutrino nucleus elastic scat-
tering from exotic neutron rich heavy nuclei that are as-
sumed nearly spherical in shape but have strong Coulomb
correlations between nuclei such that the e↵ective static
structure factor is [25],

S

n

(q) ⇡ NS

ion

(q)F (q)2 . (4)

Here N is the neutron number of the heavy nucleus, F (q)
is the nuclear elastic form factor and S

ion

(q) is the static
structure factor for charged ions [48]. This describes the
correlations between nuclei at long wavelengths. These
exotic heavy nuclei are expected to be present for PNS
cooling conditions ⇡ 3 or more seconds after stellar core
collapse, see below. For the HS(DD2) equation of state
[49], and using H. Shen’s nuclear composition [50], we
find that neutrino scattering from these exotic heavy nu-
clei, calculated as in ref. [51], can increase the neutral
current scattering opacity by up to a factor of ⇠ ⇡ 5 to
10. This enhancement is consistent with our estimate
from MD simulations.

To determine the range of densities n

b

and tempera-
tures T where pasta may be present, we have performed
fully quantum calculations using the NRAPR Skyrme
functional [52]. These calculations are described in Ref.
[53, 54]. At Y

p

= 0.3, we find pasta phases for n
b

= 0.03
to 0.11 fm�3 and up to a maximum T = 11 MeV. This re-
gion slightly decreases with decreasing Y

p

. For Y
p

= 0.1,
pasta is present for n

b

= 0.04 to 0.09 fm�3 and up to
T = 7 MeV. At lower densities, large spherical nuclei
will likely be present that will also increase the scatter-
ing. Therefore, the region with an enhanced neutrino
opacity (compared to free nucleons) probably extends to
somewhat lower densities. This is shown in Fig. 1 a) and
Fig. 2 where the n

b

= 0.01 fm�3 MD simulation actually
involves nucleons clustered into isolated nuclei.

We explore two phases of core collapse SN where pasta
may impact the thermodynamics and neutrino emission.
Pasta is included parametrically by enhancing the neu-
trino scattering opacity in regions where we expect the
pasta to be present. This region is defined by f

pasta

=
h(n

b

/n

min

� 1, 0.3)h(1� n

b

/n

max

, 0.1)h(1� T/T

crit

, 0.1),
where h(x, y) = 1/2 + 1/2 tanh(x/y). The scattering
opacity is then corrected to be 

s

= 

s,0

(1 + ⇠f

pasta

),
where 

s,0

is the scattering opacity in the absence of
pasta. Based on the results of our pasta calculations,
we choose n

min

= 0.01 fm�3, n

max

= 0.1 fm�3, and
T

crit

= 10MeV. We expect that changing these parame-
ters will impact the details of how pasta impacts our sim-
ulations, but these su�ce for exploratory calculations.

The first presence of pasta occurs late in the collapse
phase, ⇠ 1ms prior to core bounce (when nuclear density
is reached). We explore this phase with one-dimensional
collapse simulations using GR1D [55]. The pasta is lo-
cated well inside the electron neutrino decoupling radius

FIG. 3: (Color on line) Neutrino luminosity a) (top), mean
neutrino energy b) (middle), and approximate number of
Super-Kamiokande counts at 10 kpc c) (bottom) versus time
since core bounce. Shown is the baseline simulation with no
opacity enhancement (⇠ = 0, black), and one simulation using
⇠ = 5 (red). The counts are shown for logarithmically spaced
time bins and the error bars are Poissonian. The presence of
pasta enhances the neutrino luminosity in all flavors at late
times and also increases the average energies of all flavors of
neutrinos. These two e↵ects combine to significantly increase
the count rate at late times for models including pasta.

and since these neutrinos make up the bulk of the neu-
trino energy density at this time, we see no dynamic or
thermodynamic e↵ect of the presence of pasta. However,
there is a perceptible, yet very small impact on the ⌫

x

signal at this time. The decoupling density for ⌫
x

, for a
very brief time, reaches upwards of ⇠ 8 ⇥ 1012 g cm�3.
With the presence of pasta, we see a suppression in the
⌫

x

luminosities of ⇠ 3 � 4 times, in the millisecond pre-
ceding bounce. Since the ⌫

x

luminosity at this point is
only ⇠ 1049 erg s�1 and the average neutrino energy is
low, we do not expect this e↵ect to be observable with
current or even next generation detectors.

Although the impact of pasta on the infall phase neu-
trino emission is very small, it may significantly alter the
late time neutrino cooling signal when pasta forms in the
atmosphere of the PNS. Using a variant of the spheri-
cally symmetric radiation hydrodynamics code described
in [56], we evolve a 15M� progenitor [57] from core col-
lapse through the accretion phase. Once the shock has
passed a baryonic mass coordinate of 1.5M�, we excise
the outer layers of the star and evolve only the PNS over
100 s. Convection is included as in [16] through a mixing

Nuclear	Pasta	and	Coherent	Scattering
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FIG. 4: (Color on line) Temperature structure of the PNS
atmosphere versus radius with (solid lines, ⇠ = 5) and with-
out (dashed lines, ⇠ = 0) parameterized pasta. The pasta is
present in the gray regions. The green, red, and blue lines are
for times t = 2, 6, and 20 s after core collapse, respectively.
The triangles and stars correspond to the electron neutrino
and anti-neutrino spheres, respectively. The critical tempera-
ture of the pasta prevents the inner layers of the atmosphere
from reducing their temperature, resulting in a hotter, ex-
tended atmosphere. This results in the larger luminosities
and neutrino average energies in models including pasta.

length theory prescription. We employ a new implemen-
tation of the LS220 EoS [58, 59] and we use the sim-
ple neutrino opacities of [60]. We expect more realistic
opacities for homogeneous material to change the cool-
ing timescale, but not qualitatively impact the di↵erence
between models with and without pasta [8, 16, 17].

Here we present two models, one without parameter-
ized pasta opacities ⇠ = 0 and one with parameterized
pasta opacities ⇠ = 5. In Fig. 3, the neutrino emis-
sion properties of these two models are shown. Pasta
enhances the late time neutrino luminosity and the av-
erage energies of all neutrino species are increased. This
is due to the impact of pasta on the PNS atmosphere,
where pasta forms at late times. The temperature struc-
ture of the atmosphere at select times is shown in Fig. 4.
The pasta is present at one second after bounce near the
surface of the PNS and persists until late times. Rather
than cooling to a low temperature, the interior of the
PNS tries to stay above the pasta critical temperature
to maintain a low opacity and increase the rate of en-
ergy transport. This results in a stronger temperature
gradient near the PNS surface, a higher temperature of
neutrino decoupling, and a more radially extended at-
mosphere. The higher decoupling temperature increases
the neutrino average energies, while the larger radius and

increased decoupling temperature both serve to increase
the neutrino luminosities. We expect the results to be
sensitive to the critical temperature. If T

crit

is smaller
than we have assumed, we expect a smaller impact on
the neutrino emission.
In the bottom panel of Fig. 3 we show the expected

count rates for these models in Super-Kamiokande cal-
culated using the SNOwGLObES package [2]. We assume
a distance of 10 kpc, a detector mass of 32 kT, and for
simplicity only include inverse beta decay events from
⌫̄

e

. The total number of events is about 3400. Clearly,
the pasta has a strong impact on the late time detec-
tion prospects and can enhance the count rate by almost
an order of magnitude. For the two particular models
considered here, only 51 ± 7 counts are expected after
10 seconds for the model without pasta while 181 ± 13
counts are expected for the model including pasta. Both
the enhanced luminosity and the larger average energies
increase detection e�ciency. Therefore, a signature of the
nuclear pasta should be visible in the late-time neutrino
signal of a galactic CCSN.
Future work should improve the calculation of

neutrino-pasta scattering and how this, and its energy
dependence, is incorporated into proto-neutron star cool-
ing simulations. In addition, the late time neutrino signal
should be studied in more detail for large detectors such
as Super-K, Hyper-K, or possibly Ice Cube [61].
In conclusion, we have used molecular dynamics simu-

lations to calculate neutrino-pasta scattering and approx-
imately included this in simulations of proto-neutron star
cooling. We find that nuclear pasta can slow the di↵u-
sion of neutrinos and significantly enhance the late time
neutrino signal at times of 10 to 100 seconds after stellar
core collapse. This signal, for a galactic SN, should be
clearly visible in large neutrino detectors such as Super-
Kamiokande, and its observation could provide informa-
tion on neutrinos scattering from nuclear pasta shapes.
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• Impact	of	pasta	is	sensitive	to	
the	pasta	critical	temperature	

• This	in	turn	is	sensitive	to	E’sym	

• Actual	pasta	critical	
temperature	may	be	too	low	
to	impact	the	cooling	signal
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FIG. 3. This schematic shows the occupied proton energy
levels in the low and high density phases that coexist in the
heterogeneous phase. The T = 0 situation is shown on the left
and finite temperature where a significant thermal population
exists in the low density phase is on shown the right. See text
for additional details.

FIG. 4. (a) Energy di↵erences �E

p

/T and (b) charge particle
densities (n

e

, nl

p

, nh

p

) as function of the density and for di↵er-
ent temperatures T = 1-6 MeV. The SLy4 EOS is considered
here.

where �E
p

= El

P

� µ
p

, becomes significant when T '

�E
p

and increases exponentially with temperature. In
contrast, the density of protons in the high density phase
still remains significantly larger and does not change ap-
preciably with temperature because of their high degen-
eracy.

The typical evolution of �E
p

/T is shown in panel (a)
of Fig. 4 for the SLy4 EOS. Except close to the transi-
tion density, �E

p

/T � 1 leads to significant suppression
of the proton density in the gas phase. In the vicinity of
the transition density �E

p

/T decreases rapidly and from
Eq. (3) the proton fraction in the gas increases exponen-
tially. The number densities of the charged particles as
function of the average baryon density are shown in panel
(b). Since electric charge neutrality in the uniform phase
requires n

e

= n
p

= ngas

p

, the point at which n
e

and nl

p

first intersect defines the low density boundary of the
coexistence region. In the vicinity of this point, nonuni-
form matter is predominantly composed of the gas phase.
The high density boundary is defined by the intersection
of the n

e

and nh

p

at low temperature, or by the second

intersection of the n
e

and nl

p

at high temperature as ex-
pected for retrograde condensation. These features are
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FIG. 5. (a) Melting temperature T

m

and maximal temper-
atures T

max

at �-equilibrium, compared to T

max

at fixed
x

e

=0.2 and 0.4 for the set of EOS compatible with chiral
EFT EOS in neutron matter. (b) Highest density reached by
the pasta phase for beta equilibrium or at fixed Y

e

. These
predictions are shown versus L

sym

.

also readily discernible from Fig. 2 where the evolution
of the volume fraction of the high density phase with
density is shown for various temperatures.

As expected from the preceding discussion and Eq. (2),
for matter in �-equilibrium where Y

e

is small, the volume
fraction u will decrease with density for T & �E

p

. When
this criterion is met, the density of protons in the low
density gas phase will become comparable to the electron
density, and eventually as �E

p

decreases with density the
volume fraction u ! 0.

We now turn to study the model dependence of the
critical temperatures denoted by T �

m

, T �

max

, and TYe
max

discussed earlier. We first select a subset of model
Skyrme and relativistic mean field EOSs which predict
the energy per particle of neutron matter at n

b

= 0.06
and 0.10 fm�3) that are compatible with QMC [27] or
MBPT [28], which are based on two and three body chiral
EFT potentials. The pasta melting temperature T �

m

for
these models are shown in panel (a) of Fig. 5. The names
of the EOS are shown vertically above the predictions
and the EOS are ordered according to the slope of the
symmetry energy at nuclear saturation density denoted
by L

sym

. The average prediction is T �

m

= 5.0 ± 2 MeV
and decreases with L

sym

(the anti-correlation coe�cient
is -0.81) and the dispersion reflects the additional depen-
dence on the EOS parameters. In panel (b) of Fig. 5
we show the highest average density of the coexistence
region associated with T �

m

and TYe=0.4

max

for the EOSs in
panel (a) and find that they are clearly anti-correlated
with L

sym

.
The striking feature here is that the pasta melting tem-

perature in �-equilibrium is much lower than the maxi-
mal temperature of the phase coexistence, and that the
maximal temperature TYe

max

even at a modest value of
Y

e

= 0.2 is about a factor of two higher than T �

m

. For
typical values of L

sym

around 50–60 MeV, the melting
temperature is estimated to be T �

m

' 4 ± 1 MeV. Since
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The	Neutrino	Driven	Wind

•After	successful	core	collapse	supernova,	hot	
dense	Protoneutron	Star	(PNS)	is	left	behind	

•As	neutrinos	leave	the	PNS,	they	deposit	energy	
in	material	at	the	neutron	stars	surface	

•	Drives	an	outflow	from	the	surface	of	the	
neutron	star	

•	Electron	fraction	is	determined	by	the	neutrino	
interactions,	some	neutrons	turned	into	protons	
and	vice-versa	

•Possible	site	to	make	some	interesting	nuclei	that	
are	not	made	during	normal	stellar	evolution:	r-
process,	light	p	nuclides,	N	=	50	closed	shell	nuclei	
Sr,	Y,	Zr

See	Duncan	et	al.	‘86,Woosley	et	al.	’94,	Takahashi	et	al.	‘94,	Thompson	et	al.	’01,	Metzger	et	al.	‘07	Arcones	et	al.	’08,	LR	et	al.	’10,	Fischer	et	
al.	‘10,	Huedepohl	et	al.	’10,	Vlasov	’14,	etc.

28



What	Determines	the	νe	Spectra?
• “Neutrino	sphere”	is	not	well	defined,	

energy	dependent,	range	of	densities	
and	temperature	

• Both	charged	and	neutral	current	
reactions	important	to	νe	and	anti-νe	
decoupling	radii	

• Charged	current	rates	introduce	
asymmetry	between	neutrinos	and	
antineutrinos

From
	Raffelt	‘01
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What	Determines	the	νe	Spectra?
• “Neutrino	sphere”	is	not	well	defined,	

energy	dependent,	range	of	densities	
and	temperature	

• Both	charged	and	neutral	current	
reactions	important	to	νe	and	anti-νe	
decoupling	radii	

• Charged	current	rates	introduce	
asymmetry	between	neutrinos	and	
antineutrinos	
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Charged	Current	Interaction	Rates	in	Medium

UN

UP

Nucleons	are	in	an	interacting	medium,	have	altered	dispersion	relations:
e.g.	Reddy	et	al.	1998,		
Horowitz	&	Perez-Garcia	2003,		
LR,	Reddy	&	Shen	2012

Exponential	increase	in	available	phase	space	for	electron	neutrino	capture:

Transfers	potential	difference	to	outgoing	leptons:

{ne, e+}+ n ! p + {e�, n̄ea + n
(1)

e+ + n ! p + n̄e (2)

ne + n ! p + e� (3)
2p + 2n ! a (4)

3a + n !12 C + n (5)
12C + n... (6)

Ee = En + DU (7)

1

31

Charged	current	rates	introduce	asymmetry	between	neutrinos	and	antineutrino	
interactions	near	the	neutrinosphere	
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Huedepohl	et	al.	’10	neutrino	histories.		Very	little	
nucleosynthesis.		7.5	Msun	ejected.

Roberts.	’12	neutrino	histories.		Significant	N	=	50	
closed	neutron	shell	production.	

Integrated	NDW	Nucleosynthesis

4 Wanajo

TABLE 1
Ejecta masses (in units of 10−5M⊙)

M/M⊙ 1.2 1.4 1.6 1.8 2.0 2.2 2.4

total 219 143 100 74.1 56.7 44.6 36.0
4He 122 92.7 71.9 56.9 45.8 37.4 31.0

A > 100 2.19 2.75 2.76 2.27 1.78 1.37 0.893
Sr 3.61 1.92 1.09 0.627 0.346 0.177 0.0764
Ba 0.00 0.00 0.00 0.00 0.0420 0.0373 0.0199
Eu 0.00 0.00 0.00 0.00 0.00452 0.00585 0.00305
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Fig. 3.— Top: mass-integrated nuclear abundances, which are
compared with the solar r-process abundances (circles) that shifted
to match the third peak height (A ∼ 200) for the 2.4M⊙ model.
Bottom: ratios of mass-integrated abundances relative to the solar
r-process abundances (scaled at A = 90).

dition for making the second peak (A ∼ 130) nuclei,
f130 ≈ 1.34 f200 ! 1. It indicates that only the mod-
els with M ! 2.0M⊙ can reach the second peak of the
r-process abundances. The f200 curves with Ye,min re-
placed by 0.45 are also shown in Figure 2, implying
slightly weaker r-processing.

3. NUCLEOSYNTHESIS

The nucleosynthetic yields for all the (M,Lν) sets
are computed with the reaction network code described
in Wanajo et al. (2001, 2011b). Reaction rates are
employed from the latest library of REACLIB V2.0
(Cyburt et al. 2010) for the experimental evaluations
when available and the rest from the theoretical es-
timates in BRUSLIB (Xu et al. 2013) based on the
HFB-21 mass predictions (Goriely et al. 2010). The β-
decay rates are taken from the gross theory predictions

(GT2 Tachibana et al. 1990) obtained with the HFB-
21 masses. Neutrino interactions, which would slightly
shift Ye by the α-effect, are not included. Using ther-
modynamic trajectories of PNS winds, the calculations
are started when the temperature decreases to 10 GK,
assuming initially free protons and neutrons with mass
fractions Ye and 1− Ye, respectively.4

The nucleosynthetic abundances are mass-integrated
(Fig. 3; top) by adopting Ṁ for each PNS model. For
comparison purposes, the solar r-process compositions
(circles) are also plotted to match the third peak height
(A ∼ 195) for the M = 2.4M⊙ model. As anticipated
from the lower panel of Figure 2, only the extreme model
of M = 2.4M⊙ satisfactorily accounts for the production
of heavy r-process nuclei up to Th (A = 232) and U (A =
235 and 238). The 2.2M⊙ model reaches the third peak
abundances but those beyond. The 2.0M⊙ model reaches
the second (A ∼ 130) but the third peak abundances.
We find no strong r-processing for the models with M <
2.0M⊙.
We find, however, quite robust abundance patterns

below A ∼ 110, which appears a fundamental aspect
of nucleosynthesis in PNS winds. The double peaks at
A ≈ 56 and 90 with a trough between them are formed
in quasi-nuclear equilibrium (QSE; ! 4 GK). Note also
that the overproduction of N = 50 species 88Sr, 89Y,
90Zr (Woosley et al. 1994; Wanajo et al. 2001) are not
prominent in our result. This is due to the short du-
ration of moderate S (< 100 kB nucleon−1; Fig. 1) with
Ye ∼ 0.45 (Fig. 3), in which the N = 50 species copiously
form in QSE. The lower panel of Figure 3 shows the ra-
tios of nucleosynthetic abundances relative to their solar
r-process values (normalized at A = 90). For 2.2M⊙ and
2.4M⊙ models, the ratios are more or less flat between
A = 90 and 200, although deviations from unity are seen
everywhere.
Table 1 provides the masses (in units of 10−5M⊙) of the

total ejecta, 4He, those with A > 100, Sr, Ba, and Eu, for
all the PNS models. The total ejecta masses span a factor
of 6 with smaller values for more massive PNSs. The
larger fractions of 4He in more massive models, however,
lead to the ejecta masses for A > 100 (total masses of r-
process nuclei) ranging only a factor of 2.5. The masses
of Sr range a factor of 50 with the greater amount for
less massive models. Ba and Eu are produced only in
the massive models with M ≥ 2.0M⊙.
Studies of Galactic chemical evolution estimate the av-

erage mass of Eu per CCSN event (if they were the ori-
gin) to be ∼ 10−7M⊙ (Ishimaru & Wanajo 1999), that
is, ∼ a few10−5M⊙ for the nuclei with A > 100. Taken at
the face value, the Eu masses forM ≥ 2.0M⊙ reach 30%–
60% of this requirement. The fraction of events with such
massive PNSs would be limited to no more than ∼ 20%
of all CCSN events (e.g., ! 25M⊙). The masses of Eu
from these massive PNSs are, therefore, about 10 times
smaller than the requirement from Galactic chemical evo-

4 We examined only the Ye,min = 0.40 case with tmin = 3.0 s.
Tests showed that a small shift of tmin did not qualitatively change
our result. The cases with Ye,min = 0.45 corresponded to roughly
re-scaling M ’s with ∼ 0.1–0.2M⊙ smaller values. Note also that
the presence of the preceding SN ejecta that give rise to the
termination-shocks (Arcones et al. 2007) do not change the gross
abundance features (Wanajo 2007; Kuroda et al. 2008).

Wanajo	(2013)
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Symmetry	Energy	Dependence
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The	Deleptonization	Rate	

• Nuclear	symmetry	energy	also	effects	
deleptonization	rate	of	PNS	(see	
Sumiyoshi	et	al.	’95)	

• Inclusion	of	mean	fields	decreases	
deleptonization	rate,	which	also	
pushes	towards	lower	electron	
fraction	

• Larger	L	results	in	longer	
deleptonization	timescale

10 20 30 40 50
Time (s)

0.01

0.1

1

L
N

 (
10

56
 s

-1
)

No MF
IU-FSU
GM3

36



Conclusions
• PNS	convection	significantly	impacts	the	neutrino	cooling	timescale,	
produces	a	break	in	the	neutrino	emission,	sensitive	to	the	nuclear	EoS	
through	the	density	dependence	of	the	symmetry	energy	

• Neutrino	opacities	especially	important	to	the	late	time	cooling	timescale		

• In	particular,	nuclear	correlations	and	nuclear	pasta	can	leave	a	signature	on	
the	tail	of	the	neutrino	signal	

• NDW	nucleosynthesis	is	sensitive	to	charged	current	interactions	near	the	
neutrino	sphere
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